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Abstract

The key points in customer segmentation are determining target customer groups and satisfying their
needs. Recency-Frequency-Monetary (RFM) analysis and K-Means clustering algorithm are the
popular methods for customer segmentation when analyzing customer behavior. In our study, we
adapt the K-means clustering algorithm to RFM model by extracting features that represent RFM
aspects of home appliances. Customers with similar RFM-oriented features are assigned to the same
clusters, while customers with non-similar RFM-oriented features are assigned to different clusters.
In the experiments, clustering achieved the determined threshold for Silhouette Score. The resulting
clusters were ranked and named by Customer Lifetime Value (CLV) metric, which measures how
valuable a customer is to the business.
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0z

Hedef miisterinin belirlenmesi ve ihtiyaglarinin karsilanmasi, miisteri segmentasyonunda énemli
noktalardir. Yenilik-Siklik-Tutar (RFM) Analizi ve K-Means kiimeleme algoritmasi, miisteri
davranisini analiz eden miisteri segmentasyonu i¢in kullanilan popiiler yontemlerdir. Calismamizda,
ev cihazlarinin, RFM bilesenlerini temsil edecek sekilde 6zelliklerini ¢ikararak K-Means kiimeleme
algoritmasin1 RFM modeline uyarladik. Béylece, benzer RFM o6zelliklerine sahip miisteriler ayni
kiimelere atanirken, benzer olmayan RFM ozelliklerine sahip miisteriler farkli kiimelere atanmistir.
Deneylerde, kiimeleme ¢alismasinin, belirlenen Silhouette Skorunu gecerek basarili oldugu
gozlenmistir. Ortaya ¢ikan kiimeler, bir miisterinin isletme icin ne kadar degerli oldugunu 6lgen
Miisteri Yasam Boyu Degeri (CLV) metrigine gore siralanmis ve adlandirilmigtir.

Anahtar Kelimeler: Miisteri Segmentasyonu, RFM Model, K-Means Algoritmasi, Miisteri Yasam Boyu Degeri

1. Introduction Developments in this field have led to the need
to make new definitions in the customer profile
to specify the the target audience’s
characteristics and find a way to satisfy the

With the advent of the age of technology,
expectations from home appliances have shifted
to being about how smart the appliances are.
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customers' needs. In this context, the purpose of
customer segmentation comes into prominence
to foresee the trends in the market, which assist
in evaluating customer behaviors and hence
determine the actions needed to preserve and
enhance the current situation in the market.

Meet the customers' needs is vital to preserve
the existing customers and attract potential
customers. The way to understand the
customer's needs is to know their habits, identify
their interests, and interpret their tendencies
correctly. A well-defined customer
segmentation, which divides customers into
segments based on the common behaviors
around the prioritized components, ensures
recognizing of the target audience and
identifying the needs to realize the compatibility
with the marketing strategies.

Recency, Frequency, Monetary (RFM) analysis is
one of the most popular methods used in
customer segmentation based on customer
behavior analysis, and many studies conducted
RFM models for customer segmentation [1-6].
The RFM model was first proposed by Arthur
Hughes in 1994 [7], and the usage of the model
became prevalent in this area. In RFM Model,
recency (R) refers to the recent time when the
purchase occurred, frequency (F) refers to how
frequently the purchase is made, and monetary
(M) indicates the amount of money that is spent
on the purchase in general. In this study, we
modified the meaning of these dimensions and
assigned more than one feature to each RFM
dimension. In this context, R represents the
recent time that the customer has used the
device, F indicates the frequency of uses of the
device, such as average daily usage, average
duration, etc., and M includes usage habits of the
device that reflect as cost and the price of the
device.

One of the most popular clustering algorithms,
K-Means, is used for clustering customers with
similar behaviors. In the literature, significant
applications of K-Means are seen as customer
segmentation which assists in specifying
customer segments, such as most expensive
spenders, inexpensive spenders, average
spenders, etc, in improving the marketing
strategies [8-14]. The k-means algorithm is an
unsupervised learning algorithm used to group
data into the optimal number of clusters, where
similar data is located in the same cluster,
whereas different data are assigned to different
clusters. In this context, similarity refers to

customers with similar characteristics according
to the features determined by the study.

In this paper, our main contribution is to adapt
the K-means clustering algorithm to the RFM
model by extracting features that represent RFM
aspects of home appliances. In this regard, we
utilize RFM-oriented features for segmenting
customers using the K-means algorithm. Thence,
customers with similar RFM-oriented features
are assigned to the same segments, while
customers with different RFM-oriented features
are located in different segments. The resulting
clusters are ranked using Customer Lifetime
Value (CLV) metric, which is based on the
weights of the RFM dimensions and hence, helps
interpret the customer segments according to
the customers’ value to the business. The
definition of the customers’ value is determined
by the RFM model created.

Profitability of customer value which is defined
as the present value of the future profit over a
given time contacted with the customer [15], is
essential for an increase in market sharing. CLV
metric plays a key role in measuring customer
value, especially in terms of customer retention
and migration in marketing. According to the
literature, CLV is commonly used in the
applications such as customer segmentation [16-
19], sales and marketing strategy decisions [20,
21], customer retention [22], and product
recommendation [23].

The organization of the paper is as follows: In
Section 2, related work on customer
segmentation that uses RFM analysis and K-
means algorithms in the literature has been
presented. The methods and the materials with
the experimental study have been detailed in
Section 3. The experimental results have been
presented in Section 4. The conclusion of the
study and future work are discussed in Section 5.

2. Related Work

In the literature, RFM Model and the K-means
algorithm are widely used for customer
segmentation [1-6, 8-14]. Zhao et al. [1]
combined both methods and the additional
Apriori algorithm to segment customers and
provided a recommendation system using
historical sales data. RFM model was used in
various sectors, such as Business-to-customer
(B2C) systems [1, 6], e-commerce applications
[2, 4, 5, 8, 11-13], online retails [3, 10], and
banking [14].
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Mensouri et al. [4] proposed an extended version
of the RFM model by adding new dimensions to
analyze and scale customer satisfaction over
time. Adding a new dimension to the model
assisted in the identification of potential
customers. Wu et al. [6] presented an empirical
study by applying the RFM model and K-means
algorithm to online purchasing data. Principal
Component Analysis (PCA) has been used to add
weights to each RFM dimension and achieved
good results based on the increase in customers.
Huang et al. [11] improved the RFM model by
extending the community (C) dimension to
represent community relations to introduce the
value of social interaction to the educational e-
commerce system and achieved accuracy by the

modification. Chen et al. [9] investigated the
travel patterns of using public transport via
subway and bike-sharing using the RFM model
and K-means clustering.

3. Materials and Methods

In this study, first, data is preprocessed to
comply with RFM dimensions, and following the
feature extraction and selection, clusters are
specified with RFM Analysis and K-means
algorithm. Based on the customer’s contribution
to business profits, clusters are named using
Cluster Lifetime Value (CLV). The general flow of
the methodology is presented in Figure 1.
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Figure 1. The general flow of the methodology

Sekil 1. Metodolojinin genel akis diyagrami

3.1. Dataset description

Data was collected from connected home
appliance devices consisting of air conditioners
(AC), dishwashers (DW), ovens (0V),
refrigerators (RF), and washing machines (WM)
between June 1st, 2021, and April 30t, 2022.
These devices with WiFi modules were produced
in a white goods factory, and we collected data

from these devices via wireless network when
the purchased devices were connected to the
WiFi by the customer. The number of devices for
which data was collected is 18K for AC, 5.6K for
DW, 79 for OV, 7.6 K for RF, and 5K for DW. The
total device count in the dataset is ~41K. The
raw dataset consists of device statuses and
sensor data sent as a result of human interaction
with the device for each of them.
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Device statuses and human interactions with the

devices that are collected from the device
sensors are transmitted over the wireless
network to the cloud. The raw data is aggregated

and stored in the cloud. The collection process of
the data is presented in Figure 2. Data collected
from each device is processed to comply with the
RFM dimensions.
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Figure 2. The general flow of

data collection and preprocessing

Sekil 2. Veri toplama ve 6n islemenin genel akisi
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Figure 3. Feature count vs. silhouette score

Sekil 3. Ozellik sayisi ve silhouette skoru

At the beginning of the experiments, we started
with 10-15 features for the devices. Based on the
silhouette score, the number of features is
empirically reduced as shown in Figure 3.

Features are comprised of the data sent by the
devices. Each device sends device statuses and
human interactions with the device to the cloud.
Device statuses and activities are logged in real-
time and stored. Activity durations are
calculated by subtracting the start time of the

activity from the end time. Each activity change
according to the devices.

The average duration for AC is calculated by
averaging, in days, the difference between the
start time when the AC is first opened and the
end time when the AC is turned off in number of
days.

The average daily usage of DW is calculated by
dividing the daily usage count to the number of
days when the DW is turned on. Daily usage
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count is computed by counting the statuses sent
by the DW during the time when it is turned on.

The average daily usage of OV is calculated by
taking the average number of times when the OV
is turned on a daily basis.

RF sends data when the RF door is opened and
closed. The average count of the door open
statuses on daily basis is taken as the average
daily door open count.

The average duration for WM is calculated by
taking the average of the difference between the
start and the end time when WM is turned on and
off, respectively, in days. The average daily usage
for WM is obtained by dividing the count of the
statuses sent by the WM while it is being used to
the number of days when it is first turned on.

Activities related to the usage of the devices are
named as usage for each device in the dataset.

In the experiments, 11-month data was used for
each device. The price data was retrieved on
April 2022.

Features selected from devices based on RFM
dimensions are summarized in Table 1.

Table 1. Features used in the final RFM model.
Tablo 1. Nihai RFM modelinde kullanilan

ozellikler.
Device Recency Frequency Monetary
(R) (F) (M)
AC Last Average Price
Usage Duration
DW Last Average Price
Usage Daily Usage
ov Last Average Price & Full Grill-
Usage Daily Usage  Usage Rate
RF Last Average Price
Usage Daily Door
Open Count
WM Last Average Price
Usage Daily Usage
&  Average
Duration

e “Last Usage” refers to the recent time that
the customer has used this device. It is
converted to the number of days in the time
range in which data was collected.

e  “Average Duration” denotes the average
duration that AC is turned on in days, and is
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calculated as follows: Total Duration in days
/ Total Number of days.

e “Average Daily Usage” refers to the average
days that the device is used and is calculated
as follows: Total Usage in days / Total Days
in month.

e “Full Grill-Usage Rate” is the ratio that the
OV is used for the full-grill program, and
calculated as follows: Total Number of Full
Grill Program Usage Count / Total Program
Usage Count.

3.2. Data preprocessing

Following the feature selection and extraction
stages, feature values were normalized using the
standard scale to deal with the different
measurements and magnitudes of the features
that could cause undesirable effects. In this
context, each feature was normalized by
subtracting the mean of each feature and
dividing by the standard deviation of the feature.
The intuition here is to move the mean of each
feature to 0 and the standard deviation to 1.

_x—#
- o

z

1)

where x represents a feature value, y is the mean
of the attribute, and o indicates the standard
deviation. Missing values lead to erroneous
results, and dealing with missing values is
important. Therefore, in this study, missing
values were replaced with median values.

3.3. Methods

RFM Analysis [7] is one of the most popular
marketing techniques for analyzing customer
behavior to improve customer segmentation
based on recency, frequency, and monetary
dimensions. In our study, recency refers to the
recent time that the customer used the device;
frequency indicates how frequently the
customer uses the device based on daily usage,
duration, or door open counts, which can differ
from device to device; and monetary represents
the price of the device and usage habits of the
device that reflects the bill.

Features are extracted from data and processed
to refer to the RFM dimensions. The number of
features is determined according to the
silhouette score empirically.

K-Means clustering algorithm helps us
discriminate customers according to the features
represented by the RFM model into different
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segments. Given RFM-based features as input to
the K-Means clustering algorithm, the optimal
number of clusters, which is denoted by k, is
found according to the Elbow curve. As seen in
Figure 4, the optimal cluster count was found as 4.

Based on the optimal number of clusters, the K-
Means algorithm was run for each device. The
performance of the clustering is measured by the
Silhouette score, which evaluates the quality of
the clusters and ranges between -1.0 and 1.0.
Positive scores indicate that cluster assignments
have well cohesion and separation, while
negative scores indicate that cluster assignments
are less appropriate. Silhouette score in the
range of 0.51-0.7 is interpreted as a reasonable
structure found in cluster assignment, which is
just below the maximal score range [24, 25].
Based on the literature [3, 24 ,25], sthe threshold
for the Silhouette score is applied as 0.5, which is
in the range of the scores for a reasonable
clustering [25], and is commonly used.

The Silhouette score is calculated as follows:

bi—ai

Score; = ————
¢ max(a;, b;)

(2)

where a; denotes the mean of the distance
between the data points in the same cluster, and
b; represents the mean of the nearest different
cluster for data point i.
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As a result of the K-means algorithm, given the
features based on the RFM dimensions and the
optimal number of clusters, we obtain four
segments. The pseudo-code for the clustering
algorithm with RFM dimensions is given in
Figure 5.

In our study, we aim to identify the customer
segments based on device usage habits. In terms
of the spending trend, features related to the
frequency and monetary dimensions are
evaluated, while the loyalty of the customer is
mostly associated with its recent usage, which
refers to the recency dimension. According to
these specified criteria, weights are assigned to
corresponding RFM dimensions, and Customer
Lifetime Value (CLV) metric is applied given the
weighted values for each feature. As recent work
[15-23] suggests, the CLV metric is commonly
used to measure how valuable a customer is to
the business according to the cluster they are.

R = R — Rmin 3)
Rmax - Rmin
F — Fpi

Fl = min (4)

Fmax - Fmin

M = M — Mp (5)
Mmax - Mmin

R, XR + E,xXF + M, xM'
CLV=(W w w ) (6)
Ry, + E, + M,

where Ry,=1,EF,=5 and M, =3 are
weighted values for the features. The pseudo-
code for CLV application is presented in Figure 6.

For each device, the CLV values of each segment
are calculated and the segments are ranked
according to these CLV values. These ranks
correspond to a level where the segments meet
the criteria. With this in mind, each segment was
named Best Customer, Good Customer, Average,
and Worst Customer.

Segment names can also be referred to as
Customer Types that we need to identify.

The customer types and the RFM pattern that
reflects the CLV ranking and the descriptions are
presented in Table 2.
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Table 2. Customer types in the RFM model.

Tablo 2. RFM modelindeki miisteri tiirleri.

Customer RFM Description
Type Pattern
Best RTFTMT e Customer that spends
Customer the mostand
frequently
e Promising customer
e Follow up big
spending customer
Good RTFTM! or e Good customer
Customer RTFIMT or o Follow up moderate
RIFTMT customer
e Loyal cheap spending
customer
Average RTFIM! or o Need to take action
Customer RIFIMT or for the moderate
RIFTMI customer
e Customers need to be
encouraged
Worst RIFIMI or e Customers that spend
Customer RIF&M! or the least
RIF! Me e One timer Customers
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Input:
k: Optimal number of clusters
D: Dataset with n instances

I: Dataset instance with the following
features:

Fy: Feature for Recency

Frt Feature for Frequency

Fy: Feature for Monetary
Chutput:

- Gt ke clusters
Algorithm:

1. Select & random instances from
dataset I, as cluster center

Assign each instance, [ tothe cluster
where the distance of the instance to
the cluster center is the smallest
Re-organize  the  clusters
recalculating mean of each cluster
Repeat steps 2-3 until no change
happens in the clusters

Evaluate each cluster by using the
Silhouette score as below:

2.

by

b - g

5 R B B
core; max{a;, by)

Where,
Scorey: Silhouette score

a; represents the mean of the
distance between the i*® instance
and all other instances in the same
cluster

by, represents the mean of the
nearest different cluster to the i*®
instance

Input:

F&: Average recency feature values for
cluster i

Fe: Average frequency feature values for
clusteri

Fy: Average monetary feature values for
cluster i

RW ’ Fw ’ Mw: Weights for
dimension

each RFM

Output:
CLV,... CLV;: CLV values for each clusters
Algorithm:
1. Apply following formula to calculate
CLV values:

R' = R= Rmin
Resax =Runin
x5 Pe= me

Fmax = me

Fv

Ml P M — Mun
M max— Mmin
CLV = (RyuxR" + Ry F' 4 M xM")

Rt FyytM
Where R, F, and M represent Ff, Ff and F,
respectively

2. Repeat the calculation
for each cluster
Sort the clusters based on

the CLV values

3.

Figure 5. Clustering algorithm with RFM
dimensions

Sekil 5. RFM boyutlariyla kiimeleme
algoritmasi
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Figure 6. Algorithm for Customer Lifetime
Value (CLV)

Sekil 6. Miisteri Yasam Boyu Degeri Algoritmasi
(CLV)

Clusters that were produced as the result of the
algorithm are presented in Figures 7-11.
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;vevagceftuswmef Table 3 represents the final scores of the K-
it . .
o Means algorithm with the features that are
involved in each device. As can be seen, the
08 . . .
. algorithm has passed the threshold, which is 0.5,
0 g except for AC. The score for AC is close to the
0 $ threshold.
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Figure 9. OV segmentation

Sekil 9. OV segmentasyonu
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Table 3. Performance results of final clusters.

Tablo 3. Nihai kiimelerin performans sonugclari.

Table 5. Cluster summary for DW.

Tablo 5. DW icin kiimeleme 6zeti.

Device Silhouette Features
Score

R: last seen,
F: avg. duration,
M: price

AC 0.37

R: last seen,
F: avg. usage per day,
M: price

bw 0.60

R: last seen,
F: avg. usage per day,
M: price & full grill usage rate

ov 0.53

R: last seen,
F: avg. daily door open count,
M: price

RF 0.56

R: last seen,

F: avg. duration & avg. usage
per day,

M: price

WM 0.54

In order to interpret the resulting clusters in
terms of business value, we used Customer
Lifetime Value (CLV) as the naming approach.
This metric is used to measure how valuable a
customer is to the business according to the
cluster they are involved in.

Based on the CLV values, each cluster is ranked
and named. The clusters for each device with the
rank are summarized in Tables 4-8. In the tables,
abbreviations within the parentheses are the
units.

Table 4. Cluster summary for AC.

Tablo 4. AC i¢in kiimeleme Ozeti.

Cluster Avg. Average Avg. Device CLV
Price Duration Last Count
(TL) (Hours) Seen
(Days)

Best 14,109.35 3.90 24.52 5267 091
Good 11,192.33 4.08 160.88 2937 0.66
Avg. 10,234.14 3.88 18.74 7100 0.57

Worst  11,867.01 3.08 285.83 3379 0.14

500

Cluster Avg. Average Avg. Device CLV

Price Usage Last Count

(TL) Per Day Seen

(Hours) (Days)

Best 10,817.61  0.78 29.03 430 0.87
Good  6,335.86 092 1696 3939 0.67
Avg. 11,285.34  0.15 27125 183 0.34
Worst  6,339.67 0.14 15414 1077 0.08

Table 6. Cluster summary for OV.

Tablo 6. OV icin kiimeleme dzeti.

Cluster Avg. Avg. Full Grill Avg. Device CLV
Price Usage Usage Last Count
(TL) PerDay Rate Seen
(Hours) (Count) (Days)
Best 11,399 0.37 0.14 3275 4 1
Good 11,399 0.024 0.01 5133 36 0.3
Avg. 11,262 0.015 0.05 242.46 22 0.32
Worst 6,528 0.033 0.02 53.24 17 0.15
Table 7. Cluster summary for RF.
Tablo 7. RF i¢in kiimeleme 6zeti.
Cluster Avg. Avg.Daily Avg. Device CLV
Price Door Open Last Count
(TL) (Count) Seen
(Days)
Best 14,734.69 0.25 25.71 2051 0.99
Good 11,671.21 0.24 2696 3696 0.65
Avg. 14,834.36 0.03 225.25 560 0.35
Worst  11,592.66 0.05 252.32 1373  0.05
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Table 8. Cluster summary for WM.
Tablo 8. WM icin kiimeleme 6zeti.

Cluster Avg. Avg. Average Avg. Device CLV
Price Usage Duration Last Count
(TL) PerDay (Hours) Seen
(Hours) (Days)
Best 7,225 0.55 2.49 10.35 2032 0.78

Good 11,399 0.40 1.43 2197 3202 0.74

Avg. 11,399 0.06 0.24 243.84 1713 0.22

Worst 7,098 0.10 0.31 78.16 1917 0.13

Best clusters represent the customers with
relatively high spending customer behavior in
terms of usage habits and purchasing. On the
other hand, the worst clusters represent the
customers with low spending and one timer
attitude. In our CLV formula, Frequency and
Monetary play a severe role in covering the
continual behavior within the scope of the
business values.

5. Conclusion and Future Work

In this paper, we applied the K-means clustering
algorithm to the features of home appliances
extracted based on RFM Analysis in order to
determine the target customers and improve the
marketing strategies according to the findings.
At the beginning of the experiments, the initial
feature size was 10-15, which included specific
programs and options for the devices. The
feature set was reduced empirically based on the
clustering performance measured by the
silhouette score. The threshold for the silhouette
score was defined as 0.5, which is in the range of
the scores for reasonable clustering based on the
literature [3, 24, 25]. The scores for each device
were 0.37, 0.60, 0.53, 056, and 0.54 for devices
AC, DW, OV, RF, and WM, respectively. Given the
features with the best silhouette score, the K-
means algorithm was applied to find the optimal
cluster number for each device. As a result, 4
clusters were found, and CLV was applied to
measure the quality of the clusters regarding the
business values with the weighted RFM method.
The RFM weights may vary with the type of
industries and business expertise, and RFM
analysis is the key to determining the weights
that comply with the intended strategy. In our
study, device usage habit that affects the
spending trend was aimed to identify, and
therefore, more weights were given to
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frequency and monetary than the recency. For
each device, CLV values were obtained for each
cluster, and each cluster was sorted according to
its own CLV values. The name of the clusters was
determined based on their rank, corresponding
to the level where the clusters meet the criteria.
With this consideration, each cluster was named
Best Customer, Good Customer, Average, and
Worst Customer.

The use of customer segmentation in the
industry is a key field for identification of the
target customers and hence, developing
marketing strategies to grow up on the market
share. CLV-focused applications help analyze the
segments in terms of the RFM model, where the
weights of RFM dimensions can be customized
according to the type of industry. With the
motivation of the obtained results, we plan to
expand the use of the analysis for customer
segment-based product recommendations and
develop a web service that lists the segments of
the target customers and integrates the solution
into the system.

5. Tartisma ve Sonug

Bu makalede, hedef miisterileri belirlemek ve
bulgulara  gbére  pazarlama  stratejilerini
gelistirmek i¢cin RFM Analizine dayali olarak
cikarilan  oOzelliklere K-Means kiimeleme
algoritmasini uyguladik. Baslangicta belirlenen
ozellik sayisi, cihaz programlari ve program
secenekleriyle birlikte 10-15 civarindaydi. Bu

ozellik seti, silhouette skoruyla olciilen
kiimeleme performansina gore deneysel olarak
azaltildi.  Silhouette skoru esik degeri,

literatiirdeki kiimeleme skor araligina gore
belirlenmis olup 0.5 olarak tamimland1 [3, 24,
25]. AC, DW, 0V, RF, ve WM cihazlan i¢in
sirasiyla 0.37, 0.60, 0.53, 0.56, ve 0.54 skorlari
elde edildi. En iyi silhouette skoruna sahip
ozellikler g6z oniine alinarak, her cihaz i¢in en
uygun kiime sayisini bulmak i¢in K-Means
algoritmasi uygulandi. Sonucta 4 kiime bulundu
ve kiimelerin is degerleri agisindan kalitesini
6lemek icin agirlikh RFM yontemi ile CLV
uygulandi. RFM agirlik katsayilari, endiistri
tiirtine ve is uzmanligina gore degismekte ve
RFM analizi, amaglanan stratejiyle uyumlu
agirliklari belirlemekte anahtar rol
oynamaktadir. Calismamizda, misterilerin para
harcama egilimlerini etkileyen cihaz kullanim
aligkanliklarinin belirlenmesi amagland1 ve bu
nedenle siklik (F) ve tutar (M) bilesenlerin
agirhk katsayilari, cihazin en son kullanildig:
zamani temsil eden yenilik (R) bilesenine gore
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daha fazla olacak sekilde belirlendi. Her cihaz
icin elde edilen her bir kiimenin CLV degeri
hesaplandi ve kiimeler, bu hesaplanan CLV
degerlerine gore siralandi. Kiime isimleri,
kiimelerin  kriterleri karsiladigr diizeydeki
siralamasina uygun olarak belirlendi. Buna gore,
en yiiksek CLV degerine sahip ilk siradaki kiime
En lyi Miisteri, bir alt siradaki kiime Iyi Miisteri
ve sirayla Ortalama ve En Kotii Miisteri isimleri
secildi.

Miisteri segmentasyonunun endiistride
kullanimi, hedef miisterilerin belirlenmesi ve
dolayisiyla pazar payinda bilyilimek igin
pazarlama stratejilerinin gelistirilmesi icin kilit
rol oynar. CLV odakll uygulamalar, RFM
bilesenlerinin agirliklarinin endiistri tiiriine gére
ozellestirildigi RFM modeli ile kiime analizine
yardimci  olur. Elde edilen sonuglarin
motivasyonu ile miisteri segmentine dayali iiriin
onerileri icin analizleri genisletmeyi ve hedef
musterilerin segmentlerini listeleyen ¢oziimleri
sisteme entegre eden bir web servis gelistirmeyi
planhyoruz.
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