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Abstract

In the present paper, we are concerned with investigating error bounds for history-
dependent variational inequalities controlled by the difference gap (for brevity, D-gap)
functions. First, we recall a class of elliptic variational inequalities involving the history-
dependent operators (for brevity, HDVI). Then, we introduce a new concept of gap func-
tions to the HDVI and propose the regularized gap function for the HDVI via the optimal-
ity condition for the concerning minimization problem. Consequently, the D-gap function
for the HDVI depends on these regularized gap functions is established. Finally, error
bounds for the HDVI controlled by the regularized gap function and the D-gap function
are derived under suitable conditions.
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1. Introduction

In 1997, Peng [24] introduced the notion of the D-gap (where D stands for “difference”)
function which provides a formulation of the variational inequality to the corresponding
unconstrained optimization. KEstablishing D-gap functions is based on the difference of
two regularized gap functions studied in Yamashita-Fukushima [7,36]. Peng-Fukushima
[25] provided a global error bound result of D-gap functions for variational inequalities.
The theory of error bounds not only explores the upper estimates of the distance between
an arbitrary feasible point and the solution set of a certain inequality problem, but also
provides the convergence rate of iterative algorithms for solving optimization problems;
see, e.g., [19,33,35]. Since then, the D-gap functions and their error bounds have been
studied for various kinds of variational inequalities and equilibrium problems. Li-Ng [16]
established some error bounds for generalized D-gap functions to a class of nonmonotone
and nonsmooth variational inequalities and considered a derivative-free descent method.
More recently, Bigi-Passacantando [1] developed D-gap functions and introduced descent
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techniques for solving equilibrium problems. Hung-Tam [10] investigated a class of general-
ized D-gap functions and global error bounds for a class of elliptic variational inequalities
and applied those abstract results to a frictional contact mechanic problem. For more
details on this topic, we refer to [4,9-14,17,26,32] and the references therein.

On the other hand, history-dependent operators represent a significant class of opera-
tors with definitions in vector-valued function spaces. They arise in functional analysis,
theory of differential equations, and partial differential equations. Some simple examples
of history-dependent operators in analysis are the Volterra-type operators and the inte-
gral operators. Especially, in Contact Mechanics history-dependent operators are useful
to analysis the models involving both quasistatic frictional and frictionless contact con-
ditions using elastic or viscoelastic materials. For all these reasons, various authors have
developed of theory and applications for history-dependent operators to variational and
hemivariational inequalities. For instance, see [20,23,27-31,41] and the references therein.
Besides, some recently important contributions on the topic of variational and hemivari-
ational inequalities with applications to mixed boundary problems have been provided in
[2,18,21,37-40]. Very recently, Cen-Nguyen-Zeng [3] is the first time to introduce and
study error bounds for a class of generalized time-dependent variational-hemivariational
inequalities with history-dependent operators which implicitly depends on the regularized
gap function. However to the best of our knowledge, up to now, there has not been any
paper on D-gap functions and their error bounds for variational inequalities or variational-
hemivariational inequalities with history-dependent operators discussed in the literature.

Inspired by the works above, in this work, we continue the investigate of error bounds
for a class of elliptic variational inequalities involving the history-dependent operators (for
brevity, HDVI), which controlled by D-gap functions. The aim of this manuscript is two
folds. The first one is to introduce a new concept of gap functions to the HDVI and
provide the regularized gap function for the HDVI. The proof is based on arguments on
the optimality condition for the concerning minimization problem and consequently, the
D-gap function for the HDVI via these regularized gap functions is studied. The second
aim is to derive error bounds for the HDVI controlled by the regularized gap function and
the D-gap function under suitable conditions.

The rest of the paper is organized as follows. In Section 2 we recall some prelimi-
nary material on nonlinear analysis and consider a class of history-dependent variational
inequalities HDVI. Then, we list the hypotheses on the problem data and provide an exis-
tence and uniqueness result of the HDVI. Next, in Section 3, we introduce a new concept
of gap functions to the HDVI and establish the regularized gap function and the D-gap
function for the HDVI. Finally, we derive error bounds for the HDVI controlled by the
regularized gap function and the D-gap function under suitable conditions.

2. Preliminaries and formulations

Throughout the paper, we adopt the following notation. Let V be a Banach space with
the norm || - ||y, V* denote its dual space and (-, -)y+xy be the duality brackets between
V* and V. For simplicity, we skip the subscripts. The symbols “—" and “%" denote
the strong and the weak convergence, respectively. A space V endowed with the weak
topology is denoted by Vi. Given T := [0,7T] with 0 < T' < co and a subset P C V, we
denote by L?(T; P) the set (equivalence classes) of functions in L?(T; V') that for almost
everywhere s € T have values in P, i.e.,

L*(T;P) := {2 € L*(T;V) : 2(s) € P for a.e. s € T}.
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We denote C(T; P) by the set of continuous functions on T with values in P. We recall
some fundamental concepts that will be useful in the sequel. For more details, we refer
to [5,6].
Definition 2.1. A function w: V — R := RU {+oc} is said to be

(a) proper, if w # +o0;

(b) convex, if w(tz + (1 —t)v) < tw(z) + (1 —t)w(v) for all z, v € V and t € [0, 1];

(¢) lower semicontinuous at zg € V, if for any sequence {z,} C V such that z, — 2o, it
holds w(zp) < liminfw(zy,);

(d) upper semicontinuous at zg € V, if for any sequence {z,} C V such that z, — 2o,
it holds lim sup w(z,) < w(z2op);

(e) lower semicontinuous (resp., upper semicontinuous) on V, if w is lower semicontin-
uous (resp., upper semicontinuous) at every zg € V.

Definition 2.2. Let ©: V — R be a proper, convex and lower semicontinuous function.
The convex subdifferential 9 : V' = V* of 1 is defined by

(z) ={w* e V* | (w*,v — 2)yxv <¢(v) —9(z) forall veV} foral zeV.
An element w* € 0v(z) is called a subgradient of ¢ at z € V.

Next, we recall the existence and uniqueness result of solutions for convex optimization
problems.

Definition 2.3 (see [15]). A function ¢: V — R is said to be uniformly convex if there
exists a continuously increasing function 7: R — R such that 7(0) = 0 and that for all
z,v € V and for each t € [0, 1], we have

otz + (1 —t)v) <te(z) + (1 —t)p(v) —t(L = t)m(||z — v[}) ]|z — .
If w(r) = kr for k > 0, then ¢ is called a strongly convex function.

Throughout the paper, unless otherwise specified, let W, X and Z be separable Banach
spaces, and E be a separable and reflexive Banach space. The norm in F and the duality
brackets between E* and E are denoted by || - || and (-, -), respectively. We now consider
the following elliptic mixed variational inequality with history-dependent operators:

Problem 2.4. Find z € L*(T; E) such that z(s) € P for a.e. s € T and
(A(s, (F12)(s), 2(s)), v = 2(s)) + (s, (Haz)(s), 2(5), v) = W(s, (H22)(s), 2(s), 2(s))
> (f(s, (Hz2)(s)),v = 2(s))

for all v e P and a.e. s € T.

Note that Problem (2.4) is a special case of the history-dependent quasi variational-
hemivariational inequalities introduced in [20, Problem 1] without the generalized direc-
tional derivative. The main feature of Problem (2.4) is the explicit dependence of the data
A, ¥ and f on both the time parameter s and the history-dependent operators Hy, Ho
and Hs3. Problem (2.4) without history-dependent operators is called a time-dependent
variational inequality.

We now impose the following hypotheses on the data of Problem 2.4 (see Migérski-Bai-
Zeng [20]).

a(A) : For the operator A: T x W x E — E*,

(i) A(-,-, 2) is continuous for all z € F;

(ii) [JA(s,w,2)||g+ < ao(s) + ail|w|lw + az||z|| for all s € T, w € W, z € E with
ap € C(T;R4), ay,az > 0;

(iii) A(s,w,-) is demicontinuous for all (s, w) € T x W;
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(iv) for all s € T, there exist m4 > 0 and m4 > 0 such that
<A(S,w17 Zl) - A(S,’LUQ, 22))21 - Z2>E*><E
> mallz1 — 2|® — mallwr — wallwllz1 — 2|,

for all wy,we € W, 21,20 € F.
a(H) : For the operators H;: L3(T; E) — L*(T; W), Hy: L*(T; E) — L*(T;X) and
Hs: LA(T; E) — L*(T; Z), there exist constants cg, > 0, cg, > 0 and cge; > 0 such
that

(1) [I(H121)(s) — (Hiz2)(s)|lw < e, [y 121(t) — z2(t)||dt for all 21, 29 € L*(T; E) and for
a.e. s €T,

(ii) [|(Ha21)(s) — (Haz2)(s)||x < g, Jo |21 (t) — 22(t)||dt for all 21, 29 € L*(T; E) and for
a.e. s € T;

(iii) [|[(Hzz1)(s) — (Hz22)(s)llz < cacq Jo [|21(t) — 22(¢)||dt for all 21,20 € L*(T; E) and
for a.e. s € T.

a(f): f: T x Z— E* is such that

(i) f(-,€) is continuous for all £ € Z;
(i) 1£(5€0) — £(5, &)l < Lyllés — &oll7 for all s € T, €1,6 € Z with Ly > 0.
a(¥) : For the function ¥: T x X x E x E — R,

(i) ¥(s,,w,-) is convex, lower semicontinuous for all s € T, ( € X, w € E;
(ii) there exist axy, Sy > 0 such that

(s, G, wi, z2) — U(s, G, wi, 21) + U(s, Q2 w2, 21) — W(s, (2, w2, 22)
< ayllwr — walll[z1 = 22l + B¢t — Cllxlz1 — 22,
forall s € T, &1,& € X, w1, ws, 21,22 € E.
(iii) \I](Sv ¢, w, 2;1)—‘1/(87 ¢, w, ZQ) < (0‘1/1(8) + C\I’l(HwH> + C3HCHX> Hzl_zQH for all (87 ¢ w) €
T x X X E, 21,20 € E where cg,: T — [0,00) and cg,: [0,00) — [0,00) are continuous
functions, and cg > 0.
(iv) lim inf [¥(spn, G, Wi, wn) — Y (Sn, Cny Wa, 2)] > (s, (w,w) —¥(s, (,w,2) forall 2z €
E,sp,—sinT,( — ¢in X and w,—w.

a(P) : P is a nonempty, closed and convex subset of E with 0 € P.

o)

(Py) : P is a nonempty, bounded, closed and convex subset of F with 0g € P.

a(0): mg > ay.

The folowing existence and uniqueness result for Problem 2.4 can be obtained directly
from [20, Theorem 5] without the generalized directional derivative.

Theorem 2.5. Assume that the assumptions a(A), a(H), a(P), a(¥), a(f) and a(0) hold,
then Problem 2.4 has a unique solution z* € L*(T; P).

3. Main results

In this section, we first establish a regularized gap function in the form of Yamashita-
Fukushima [36] for Problem 2.4 involving the optimality condition for the concerning
minimization problem. Furthermore, the D-gap function for Problem 2.4 is formulated
by using these regularized gap functions. Finally, we derive some error bounds for Prob-
lem 2.4 controlled by the regularized gap function and the D-gap function under suitable
conditions.

Let us introduce the exact definition of gap functions for Problem 2.4 as follows.

Definition 3.1. A real-valued function n: T x L?(T; P) — R is said to be a gap function
for Problem 2.4, if it satisfies the following properties:
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(a) n(s,z) >0 for all z € L*(T; P) and s € T.
(b) z* € L?(T; P) is such that n(s,2*) = 0 for all s € T if and only if z* is a solution
to Problem 2.4.

For each p > 0 fixed, let the function ©,, : T x L*(T; P) x P — R be defined by

O©,.7(8,2,v)
= (A(s, (Fa2)(s), 2(s)) — f(s, (H32)(s)),v — 2(5))
+ U (s, (Ha2)(s), 2(s), v) — U(s, (Haz)(s), 2(5), 2(s)) + 21M||U —2(s)|? (3.1)

for all z € L*(T; P),v € P, s € T.

Lemma 3.2. Suppose that all the assumptions a(V)(i), a(P) and a(f) hold. Then, for
each z € L*(T; P), s € T and p > 0 fized, the optimization problem

I;(éllral — (H)/Mf(sa z,v), (3.2)

attains a unique solution v, ¢(z) € L*(T; P).

Proof. By the condition a(¥)(i), we get that function v — W(s, (Ha2)(s), 2(s), v) is convex
and lower semicontinuous for all z € L?(T; P) and all s € T. Then, it is easy to show that
the function ©, f(s, 2, -) is a strongly convex function for all z € L?(T; P) and all s € T.
Furthermore, we also obtain that the function ©,, ¢(s, z, ) is also lower semicontinuous for
all z € L?(T; P) and all s € T. Since P is a nonempty, closed and convex set, applying
[34, Chapter 1, Section 3, Theorem 9|, the convex minimization problem (3.2) attains a
unique minimum v, ¢(2) € L?(T; P), for any z € L*(T; P) and p > 0 fixed. O

The following result provides a formulation of optimality condition for the minimization
problem (3.2).

Lemma 3.3. Suppose that all the conditions of Lemma 3.2 hold. Then, for each z €
L3(T; P) and pu > 0 fized,
(A (312)(5),2(5) = 5 (3a2)(5) + - W ()(o) = 2(5)).0 = 0o (2)(5))
+ W(s, (Haz)(s), 2(s),v) — W(s, (Haz)(s), 2(s), vur(2)(s)) > 0, (3.3)

holds for all v € P and all s € T, where v, s(z) € L*(T; P) is a unique solution of the
problem (3.2).

Proof. For each z € L*(T; P) and p > 0 fixed, let v, (2) be a unique solution of the
problem (3.2). Applying the chain rule for generalized subgradient in [22, Proposition
3.35(ii) and Proposition 3.37(ii)] and the optimality condition for the problem (3.2) (see
[8, Theorem 1.23]) leads to

0 € 030,,1(s, 2,v,£(2)(5))
C A(s, (3012)(5), 2(5)) — f(s, (H32)(s)

045, (3022)(5), 2(5), v 1 (2)(5)) + ;wf(z)(s) ~(s))

for all s € T. This implies that there exists £(s) € 04V (s, (H22)(s), 2(8), vu,r(2)(5))
such that

—A(s, (H12)(s), 2(s)) + f (s, (H3z2)(s)) — ;(’Uu,f(z)(s) — 2(s)) = £(s)
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for all s € T. Hence, for all v € P and all s € T, we have
(= A0 0029, 29) + 75 06)(5) = 3 010 (:)(s) = 25D 0 = s (2)(5))
= (&(s),v = v, p(2)(s))
< \II(Sv (}CQZ)(S)ﬂ Z(S), U) - \11(87 (%22)@)7 Z<3>7 v/hf(z)(s)))
that is,
(A5, 3612)(3).2(5)) = S5, () () + 1 (0,1 (:)(3) = 2(3))0 = 1,5 ()())
+ (s, (Haz)(s), 2(5),v) — U(s, (Haz)(s), 2(s), vu,r(2)(5)) = 0,

Thus, for each z € L?(T; P), the inequality (3.3) holds for all v € P and s € T. O
For each p > 0 fixed, we consider the function I, s: T x L?*(T; P) — R defined by
11,7 (s, 2) = sup (=©,,1(s, 2,v)) , (3-4)
veP

for all z € L*(T; P) and all s € T, where the function ©, s is given by (3.1). Then, we
can write

T, (s, 2)
= sup (<A(Sv (F2)(s), 2(s)) — f(s, (H3zz)(s)), 2(s) — v)

veP
LW (s, (Ha2)(5), 2(5),0) + U(s, (Ha2) (), 2(5), 2(5)) — 21’qu - z(s)H2> .

Next, we prove that II,  is a gap function of Problem 2.4 which is called to be a regu-
larized gap function of Problem 2.4 in the form introduced by Yamashita-Fukushima [36].

Theorem 3.4. Suppose the hypotheses of Theorem 2.5. Then, the function 11, ; defined
by (3.4) for any parameter pn > 0 is a gap function to Problem 2.4.

Proof. For any fixed parameter p > 0, we shall verify that II, ; satisfies the conditions
of Definition 3.1. Indeed,
(a) Let z € L*(T; P) be arbitrary. By the definition of II, ;, we have

H)u"f(s7 Z)

> = 0,052, 2(5))
= (A(s, (FH12)(s), 2(s)) — f(s, (H32)(s)), 2(s) — 2(s))
— (s, (Ha2)(s), 2(s5), 2(s)) + W(s, (H2)(s), 2(s), 2(s)) — ;MHZ(S) —2(s)’
=0
for all s € T. This means that II,, s(s,z) > 0 for all s € T and all z € L*(T; P).
(b) Suppose that z* € L?(T; P) is a solution of Problem 2.4. From (3.4), we have
M p(5,27) = sup (=Op s (s, 27, v))

— _ inf *
Jgp@u,f(s,z , V)

= —0,.7(s, 2", v, £(27)(9)), (3.5)
where v, ¢(2*) € L*(T; P) is a unique solution of the convex minimization problem

{}réig — O, 7(s,2%,v), for all s € T.
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Moreover, since z* € L?(T; P) is a solution of Problem 2.4, for all v € P and all s € T,
we obtain

(A(s, (FG27)(8),27(5)) — f(s, (H327)(s)), v, £ (27)(s) — 27(s))
W (s, (H22")(s5), 27(5), v, (27)(5)) — W(s, (H22")(s), 27(s), 27(s)) 2 0. (3.6)
It follows from the result of Lemma 3.3 that

(A5, 367)(6), () = Fl5 0270 (6) + - (0 (27)(5) = 2°(5)).2°(5) = s (7)) )

+ (s, (Haz")(s), 2" (5), 27 (s)) — W(s, (Haz")(s), 27 (), v (27)(8)) 20, (3.7)
Combining (3.6) and (3.7), we have

_;HWJ(Z*)(S) —Z(s)[*=0
for all s € T. This implies that

o, (2%)(5) = 2*(s)II* < 0,

for all s € T and so z* = v, f(z*) in L*(T; P). Therefore, it follows from (3.5) that
I, r(s,2*) =0 for all s € T.

Conversely, assume that z* € L*(T;P) is such that II, s(s,2*) = 0 for all s € T,
that is, —0, (s, 2*,v) < 0, ie., ©,f(s,2*,v) > 0 for all v € P and all s € T. Since
O, f(s,2%,2"(s)) = 0 for all s € T, 2*(s) solves the following convex minimization problem

IJél}Ijl — O, f(s,2%,v).

Using the optimality condition for this problem, we get
0 € 030, (s, 2", 2%(s)).

By the similar arguments of the proof of Lemma 3.3 with fixed first argument of the
function ©,, , we obtain

—A(s, (H127)(s),27(s)) + [ (s, (Hzz")(s)) = €7(s)

where £*(s) € 04¥(s, (H22*)(s),2*(s),2*(s)) for a.e. s € T. Then for all v € P and a.e.
s €T,

(=A(s, (327)(s)
= (£ (s),v = 2"(s))
< W(s, (Haz")(s), 27 (s),v) — (s, (Haz")(s), 2" (s), 2" (s))

,27(8)) + f (s, (Hs2")(s)),v — 27(s))

that is,
(A(s, (Faz")(s), 2°(s)), v — 27 (s)) + U(s, (H22")(s), 2°(s), v)
— (s, (Ha2")(s),2"(5), 27 (s)) = (f(s, (H3zz")(s)),v — 2" (s))

which implies that z* is a solution of Problem 2.4. Therefore, I,  is a gap function for
Problem 2.4. O

Using the regularized gap functions of Yamashita-Fukushima [36] in the form of II,, s,
we now provide D-gap function for Problem 2.4.

For p > n > 0 fixed, let the regularized gap functions II, ; and II, ; be defined by the
form of (3.4). We consider the function U{;n: T x L?(T; P) — R defined by

Bln(s,2) = T f(s, 2) = Ty p(s, 2) (3.8)
for all z € L?(T; P) and all s € T. Then we obtain the following property of U;Jim
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Lemma 3.5. Keep the hypotheses of Theorem 2.5. Then for any p > n > 0, we have
2 _ 2un
12(5) = vy r (2) ()| < HUﬁ,n(s,Z), (3.9)
where

vy, f(2)(s) = argmin O, f(s, z,v),
vEP

for all z € L*(T; P) and all s € T.

Proof. By the definitions of the gap functions II, ¢,II, s and the function Gl{m’ we obtain

Ul{m(s, z) = sup{—0,,7(s,2,v)} —sup{—0, f(s, z,v)}
veEP veEP
Z _C—):uzf(87 Z’ UTI,f(Z)(S)) + @nzf(87 Z’ Un:f(z)(s))
1 1 2
= (5~ 32) I~ oas O
Therefore, the inequality in (3.9) holds. O

Theorem 3.6. Keep the hypotheses of Theorem 2.5. Then, the function U/Ji’n defined by
(3.8) for any parameters p > n >0 is a gap function to Problem 2.4.

Proof. For any fixed parameters p > n > 0, we shall show that U;]:,n satisfies the conditions
of Definition 3.1.

(a) It is clearly follows from (3.9) that Uﬁ’n(s, z) >0, for all z € L*(T; P) and all s € T.

(b) Suppose that z* € L?(T; P) is a solution of Problem 2.4. It follows from Theorem
3.4 that I1, ¢(s, 2*) =1L, ¢(s,2*) = 0 and so U};n(s, 2*) =0 for all s € T.

Conversely, assume that z* € L?(T; P) is such that U/{m(s, z*) =0 for all s € T. From
(3.9), we have z* = v, ¢(z*) in L*(T; P). Applying Lemma 3.3 with z = z* and p =7, we
have

(A(s, (H12")(s), 2°(s)), v = 2%(s)) + W(s, (H22")(s), 2°(s), )
— U(s, (Ha22")(s),27(5), 2"(s)) = (f(s, (Hzz")(s5)),v — 27(s))
for all v € P and a.e. s € T, which implies that z* is a solution of Problem 2.4. Thus,

6;]:,71 is a gap function of Problem 2.4. O

To establish error bounds for Problem 2.4 controlled by the regularized gap function

I1, ; and the D-gap function U{m’ we need the following assumption in the sequel.

a'(A) : For the operator A: T x W x E — E*,
(i) there exist La, L, L'y >0,
| A(s1, w1, 21) — A(s2, w2, 22) || 5+ < Lals1 — so| + Lallwi — wa|lw + L'y||z1 — 22|

forall s € T, wy,we € W, 21,20 € E, 51,52 € T}
(ii) for all s € T, there exists m4 > 0 such that

(A(s,w,z1) — A(s,w, 22), 21 — 22) prxE > Mallz1 — ,22||2, forallwe W,z1,20 € E.

Remark 3.7. (i) It is obvious that the condition a’(A4)(i) implies the conditions a(A)(i,i,iii).
(ii) Using [20, Remark 2], it follows from the assumptions a’(A)(i,ii) that

(A(s, w1, 21) — A(s,wa, 22), 21 — 20) e x> maallz1 — 22 = Lallwi — wallw |21 — 22|,
for all wy,ws € W, 21,22 € E. Thus, the condition a(A)(iv) holds.

An important property to gap functions II, ; and U/Jim is presented in the following
lemma:
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Lemma 3.8. Assume that all the hypotheses a’(A), a(H), a(¥), a(P), a(f) and a(0) hold.
If, in addition, P is bounded, then, for any parameters p > n > 0 fixed and for each fixed
z € L*(T; P), the gap functions s — II,, ¢(s, 2) and s Uﬁm(s, z) belong to L¥(0,T).

Proof. For any fixed z € L*(T; P), we verify that the function s — II,, ¢(s, z) is measur-
able and essentially bounded. In fact, if we can show that, for each r € R, the set

Kp:={seT:II,¢(s,2) <r}#0

is closed, then s +— II,, (s, z) is measurable. Let sequence {s,} C X, be such that s, — s
in T as n — oo for some s € T. Then, for each n € N,

T2 H#,f(snvz)
> (A(sn, (F12)(sn), 2(8n)) — f (80, (H32)(sn)), 2(5n) — v)

- \I/(sn, (%22)(5n)7 Z(Sn)’ U) + \I/(Sn, (g{2z)(8n)’ Z(Sn)v Z(Sn)) !

2
- 5l ~ o

for all v € P.

Passing to the lower limit as n — oo for the inequality above and employing the
continuity of z: T — P, s — Hjz(s), s — Hez(s), s — Hszz(s), (s,&) — f(s,€),
(s,w, z) — A(s,w, z) and the condition a(¥)(iv), we have

r > 11, f(Sn, 2)

> lim inf ((A(sn, (H12)(sn),2(8n)) — f(sn, (Hzz)(sn)), 2(sn) — v)
1 2
= W(sn, (H22)(sn), 2(sn),v) + W(sn, (H22)(sn), 2(sn), 2(sn)) — ﬂ”'z(*sn) — )

> liminf(A(sp, (H12)(sn), 2(8n)) — f(Sn, (H32)(sn)), 2(sn) — v)
+ lim inf (W (s, (H22)(50), 2(5n), 2(50)) — U(sn, (H22)(5n), 2(5n),v))

— lim sup 2;Hz(sn) — vH2
> (A(s, (Ha2)(s), 2(s)) — f(s, (H32)(s)), 2(s) — v)
- \Il(‘g? (g{?z)(s% Z(S),’U) + \IJ(Sv (:}{22)(8)72(8)72(8)) - 7”'7‘/(3) - UH

for all v € P. Taking the supremum in the above inequality with v € P leads to

r > sup ((A(s, (H12)(s), 2(s)) = f(s, (Hs2)(s)), 2(5) = v)

veP
— W(s, (3622)(s), 2(5), v) + Vs, (Ha2)(5), 2(8), 2(5)) = 5-|2(5) — o[*)
= H,wc(s,z).

This implies that s € X,, i.e., X, is closed. Therefore, the function s — II, (s, 2) is
measurable on T.
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Let z € L*(T; P) be fixed. Next, we show that the function s +— IT, (s, z) is uniformly
bounded. By virtue of hypotheses a’(A)(i) and a(H)(i), we get

(Als, (302)(s), 2(5)), 2(s) — v)
= (A(s, (312)(s), 2(s)) — A0, (3,0)(5),0), 2(s) — v)
+ (A(0, (3,0)(s), 0), 2(s) — v)
< || A(s, (312)(s), 2(5)) — A(0, (310)(s), 0)[| 2= | 2(s) — ]
+ [ A0, (310)(s), 0)]| g+ | 2(s) — ]
< (LaT + La|(F12)(s) = (F00)(s)llw + Lall=(s)]]) [12(s) = v]
+ (A0, (310)(s), 0)| o+ | 2(s) — ]
< (EaT + Lacw, [ a0t + Ly )] ) 1(5) = o]
+ [[A(0, (36:0)(5), 0) | =1 2(5) — v
< (LaT + Lacs, T2 anspy + Lall=()11) (2()I] + [lol])
+ (A0, (310)(s), 0) | = ([l 2(s)I| + [[v])- (3.10)
Using the condition a(¥) and a(H)(ii), one has
W(s, (Haz)(s), 2(s), 2(s)) — U(s, (H22)(s), 2(s), v)
< (ewy (8) + e (12(8)]) + €3l (32)(8)l1x) [lo — 2(s)]
< (cw,(s) + cu, (12()) + esll (F0)(5) [ x + esese, T2l p2grimy ) (I2()I] + [loll). (3.11)
It follows from the conditions a(f) and a(3)(iii) that
)

(f(s, (H3zz)(s)),v — 2(s))

= ([ (s, (H32)(s)) = f (s, (H30)(s)), v = 2(s)) + ([ (s, (H30)(s)),v = 2(s))
<|[If (s, (Hzz)(s)) = f (s, (H30)(s))[ = [|2(5) = vl|
+ 117 (s, (3G30)(s)) | - [[ () —

< Lpl[(3s2)(s) = (330)(8)l| zll2(s) = vll + [1f (s, (H30)(8))[| - [ 2(s) — ]
< (Lyeses Tl2ll aqramy + 1£ (s, (36300 (9)) | 1) (=) + o], (3.12)

Because P is bound, combining (3.10)—(3.12), we have

—0,,¢(s,2,v)
= (A(s, (H12)(s), 2(s)) — f(s, (H32)(s)), 2(s) — v)
= (s, (902) (01,25 0) W (0422) ), 2(5),2(5) = 5 [1() — o

< (LaT + Laco, T2l 2mim) + Lallz()l] + A, (30)(5), 0) -
+ cuy (5) + cu ([|2(s)1]) + el (H20)(s) [l x + eseoe, Tl 2l 2
+Lyese T2l p2gmimy + 1 £(5, (3G0)(s)1+ ) (2()I] + [[o]])

< (EAT + Lacy, Tzl 2y + Liall2ll 22 emmy + 140, (3G0) (), 0)l| L2 ()
+ llew, e,y + cw, (12l 2mm)) + esll(F20) )l Lo erx) + esese, Tl 2l 22(rim)

+Lseo, T2l oy + £ (3300 (D z2re) ) (=l zacnsmy + I
<M,
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for all v € P, where M > 0 is independent of s € T and v € P. Hence, it follows from the
above estimates

0<IL, (s, 2) =sup(—=0, f(s,z,v)) <M, forall s €T
veP

which implies that s — II, ¢(s, z) is essentially bounded. Hence, s — II, f(s,2) is uni-
formly bounded. Therefore, for any parameter p > 0 fixed, the function s — I, ¢(s,2)
belongs to L5°(0,7") for each fixed z € L?(T; P). This implies that for any parameters
@ > n > 0 fixed, the function s — U/Jim(s,z) =11, ¢(s,2) — IL,, s(s, 2) also belongs to
LX(0,T) for each fixed z € L*(T; P). O

Lemma 3.9. Assume that the hypotheses o' (A), a(H), a(¥), a(Py), a(f) and a(0) hold.
Let z* € L?(T; P) be the unique solution to Problem 2.4. Then, for each z € L*(T; P) and
n > 0, we have

collz(s) — 2°(s)[1* < eallz(s) = vy, 1 (2)(3)|* + Cz/ [12( (1)t (3.13)
for all s € T, where
Co:=my — ( + = +3Oé\p—|—02>
C12=§< f4+,7+01\1;+02), (3.14)
Cy = LACg{l + B\I/CJ{Q + Lng{S,
and

vy, £(2)(s) = argmin ©, f(s, z,v),
veEP

for all z € L*(T; P) and s € T.

Proof. For each z € L?(T;P), since z* € L*(T;P) is a solution of Problem 2.4 and
vy, £(2) € L*(T; P), one has

(Als, (3627)(). 7(5)) = (5, (30)(5))s 00 (2)(5) = 2°(5)
W, (900)(5), 2" (5), v (2)(9)) = W(s, (36227)(9),#°(5), 2" (9D 20 (3.15)
for all s € T.
Moreover, we add (3.3) with u =n,v = 2*(s) and obtain
(A5 (090127)(5),27(5) = (5, (362)(5) + (05 (2)(5) = 29). () = vy ()
W, (922)(): (5),2°(5)) — Bl (32)(5),2(). () 20 (3.16)

for all s € T.
Combining (3.15) and (3.16), we get
<{

s, (H127)(5), 2" (5)) = A(s, (Faz)(s), 2(s
(s, (Hzz)(s)) = [ (s, (Hzz")(s)), vn,f(2)
(s, (Haz")(s), 2% (), vn,1 (2)(5)) = W(s, ( z
(s, (Ha2)(s), 2(s), 27 (s)) — W(s, (Haz)(s), 2(s), vn,1 (2)(5))

(vn,£(2)(s) = 2(s), 2% (s) — vy 1 (2)(5)) - (3.17)

A

o~~~

_|_
_|_
+
+

I =
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(A(s, (M 2" )(S) “(s)) = Als, (F12)(s), 2(s)), Unf( 2)(s) = 27(s))
= (A(s, (F127)(s), 27 (s)) — Als, (Haz)(s), 2(s)), vy, 1 (2)(s) = 2(s))
— (A(s, (3127)(5), 27 (s)) = Als, (Fa2)(5), 2(5)), 27 () — 2(s)))

< (Lall(F127)(s) = (Fa2)(s)llw + Lillz(s) — 2 )

() llog,£(2)(s) = 2(s)]]

+ Lall(3027)(s) = (32)(s)) lwll=(s) = 2*(s)]| = mallz(s) — 2" ()]

< Lacaq [ 12(0) = = @lldev, 1(2)(5) = =(s
+ Llz(s) = (3l s (2)(s) - ()]
+Lacs, [ 1) = 2 (O)lldtla(s) = 2 (5)]| = malae) = # @ (3.18)

Moreover, we also obtain
J(2)(s) = 2(5),2%(s) — vy £(2)(s))
(2)(s) = 2(s), 2" (s) — 2(s))
p (vg,5(2)(s) = 2(5), 2(s) — vy,r(2)(s))
12(s) = 2" (s)|[ll2(s) — v, (2) ()]l = :}I!Z(S) — vy (2)(5)I?
< —llz(s) = 27 (s)[lll2(s) — v, (2)(s)]l- (3.19)

2 (s
)l

[ =
—~
4
3
&H

ICHNEEN
+ T~

<

S

<

Ju—
<

3

<

<

I =3

Using the assumption a(f) and a(%)(iii), one has
(f (s, (Hzz)(s)) = £ (s, (Haz")(s)), vm,p(2)(5) = 27(5))
= ([(s, (H32)(5)) = (s, (Hz2")(s)), vn,(2)(s) = 2(s))
+ (f(s, (Hz2)(s)) = f(s, (H327)(s)), 2(s)) — 2"(s))
<[1(Hz2)(s) — (Hzz")()l zllvn £ (2)(s) — 2(s)]
+ 1(Hzz)(s) = (Hsz")(s)l 2| 2(s) — 2" ()]

< Lyen [ 12(0) = =" () dt .1 (2)() — ()|
+ Lycsy [ a0 = (0t 2(5) = =" o). (3.20)
It follows from the hypotheses a(¥) and a(H)(ii) that
W(s, (F22")(s), 2*(5), vy (2)(5)) — (s, (F22") (s), 2°(5), 27(5))

(s, (322)(5), 2(5), 2"(5)) — U, (3a2)(5), 2(5), 03,1 (2)(5))
< aullz(s) — 2 ()12"() — vy s (2)(6)]

T Bull(96")(s) - (3622) () x 127 (5) — vy () (3)]
<aullz(s) - () + avllz(s) = 2" (5)[12(5) - vy s (2)(s)

|

)
+ Buers [ a0t = Ot () = =" o)

+Bues [ 120 = 2" (Ot (2)(s) = ()] (3.21)



1562 B. Chen, V.M. Tam

2 4 p2
for all a,b € R} and Holders

From (3.17)—(3.21), employing the inequality ab < a4

inequality gives
(ma = aw) () = * (5|
< (Zh+ 1 +a0) 126 = @) = )G
+ (Lacoe, + Bocse, + Lyese) [ a40) = 2 @lldl(5) = 0 ()]
+ (Lacoe, + Bucae, + Lyesy) [ 1(6) = 2" (O)ll(s) ~ ()

3104+;+a0“’“ )2+ 112(5) = vg s (2)($)[?)

[\

s 2
g e+ B+ L) | (1400 = )+ 1200 0 (IO

2
g e+ oo+ L) | (1460 = )+ 1260 - P
1 1 * 2
5 LA —|— + ay + LACg{l + 5\1/05}{2 + Lij-{B HZ(S) —z (S)H
1 1
+ 3 ( "+ E + aw + Lacy, + Pwcs, + LfoH3> l|z(s) — 1)777f(,z)(s)H2
+ (Lacoe, + Bucr, + Lyess) [ 1120 = =* ()|t (322

for all s € T. Set

1(, 1 )
Coi=my — = +—+3ay +c2;
2 A n

_— ( W+ ! + ag + )
C| = 5 A " ay T C2 ) ;
c2 := Lacy, + Pucye, + Lycy,.

Then it follows from (3.22) that

coll2(s) = 2*(s)[1* < eallz(s) — vy (2)(5)|* + 02/ [12( (t)]%dt,
for all s € T. This implies that the inequality (3.13) holds. O

From Lemma 3.9, we obtain an error bound for Problem 2.4 controlled by the regularized
gap function II, ; as follows.

Theorem 3.10. Assume that the hypotheses of Lemma 3.9 hold. Let z* € L?(T; P) be the
unique solution to Problem 2.4, co, c¢1 and co be defined by (3.14). Assume furthermore
that co > 0. Then, for each z € L*(T; P), we obtain

|2(s) — 2*(s)|| < QY(s) forallseT, (3.23)
where Q' € LL(0,T) is defined by
- 2ucy 2,uC1€2
Q. = - I, r(s,2) + / I, s (t,2).exp . (s —t)pdt (3.24)
0 0

for all z € L*(T; P) and all s € T.
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Proof. Let z* € L*(T; P) be the unique solution to Problem 2.4. For any z € L?(T; P),
taking v = z(s) in (3.3), we have

<A(8, (H12)(s), 2(5)) — f(s, (H3z)(s)) + ;(Uu,f(z)(s) —2(s)), 2(s) — Uu,f(z)(3)>
(s, (H2)(5), 2(5), 2(5)) — W(s, (Ha2)(s), 2(5), vy s (2)(s)) > O,
that is,

— (A(s, (H12)(s), 2(5)) = [ (s, (H3zz)(s)), vy, 1 (2)(s) — 2(s))
— W(s, (Haz)(s), 2(5), v, £ (2)(s)) + V(s, (Ha22)(s), 2(s), 2(s))

_ i”z(s) — 0 (2)(5)|?

> EH ( )_Uu,f(z)(s)”z’

which implies that

—Opus(s,2,0,0(2)) 2 ;ﬂllz(s) — v, (2) ()] (3.25)
It follows from (3.4) and (3.25) that
12(s) = v s (2)(8)II* < 2#5161113(_@u,f(5727”)) = 200l £ (s, 2), (3.26)
for all s € T. Using (3.26) and taking n = p in (3.13), we obtain

. 2pcy c2 (¢ *
l2(s) = 2" (s)]* < Iy, p(s,2) + CO/O l2(t) = 2 (#) |2t

Co

for all s € T. Invoking Gronwalls inequality for the above inequality yields
2ucy 2,u0102

J25) = 2 (6)IF < E L (5,2) + /Huftz) e:np{ O(S—t)}dt

for all s € T. In addition, Lemma 3.8 indicates that s — I, ¢(s, z) belongs to L(0,T).
For each function z € L?(T;P), let the function Q': T — R, be defined by (3.24).
Whereas, from Lemma 3.8, it is easy to see that QI € L(0,T). Then we can get

l2(s) — 2*(s)||y < Qll(s) forall s € T.

Therefore, we conclude that inequality (3.23) is valid. O

The following important result in this paper is establishing the error bound for Prob-
lem 2.4 associated with the D-gap function.

Theorem 3.11. Assume that the hypotheses of Theorem 8.10 hold. Let z* € L*(T; P)
be the unique solution to Problem 2.4, cp, c¢1 and co be defined by (3.14). Then, for
each z € L*(T; P) and u > n > 0, we can get the following error bound for Problem 2.4
controlled by the D-gap function Ulf:n

|2(s) — 2*(s)|| < MYO(s) forallseT, (3.27)
where MO € LL(0,T) is defined by
2unecy . f 2/“7(31(32 { 2 }
MO (s) := | ————0}, (s / U ).ex s—t)pdt 3.28
(s) \/(u—n)CO (8,2 (1 — 7700 p Co( ) ( )

for all z € L*(T; P) and all s € T.
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Proof. Let z* € L*(T; P) be the unique solution to Problem 2.4. For any z € L?(T; P),
it follows from (3.9) and (3.13) that

Ja6) = " (0)IP € 2] (02)+ 2 [Tet) - 0P (329

for all s € T. Using Gronwalls inequality for the inequality (3.29), we have
I2(s) = 2*(s)|1?

2puncy 2uncicy / s {02 }
< —=_uf U (t2). (s —1) b dt
= (1 —n)co ;Hl( z)+ (n—mn)c2 Jo u,n( ,%).€xp CO(S )

for all s € T.

For each function z € L?(T; P), let the function M9: T — R, be defined by (3.28).
Since s +— Uﬁm(s,z) belongs to LY (0,7) (Lemma 3.8), we can conclude that MY €
LP(0,T). Then we obtain that

|2(s) — 2*(s)|| < MP(s) forall s e T.
Therefore, the inequality (3.27) is valid. O

4. Conclusions

In this paper, we have visited a class of elliptic variational inequalities involving the
history-dependent operators (Problem 2.4). We have introduced a new concept of gap
functions to Problem 2.4 and proposed the regularized gap function and the D-gap func-
tion for Problem 2.4 via the optimality condition for the concerning minimization problem.
Furthermore, we have derived error bounds for Problem 2.4 controlled by the regularized
gap function and the D-gap function under suitable conditions (Theorem 3.10 and The-
orem 3.11). To the best of our knowledge, up to now, there is no paper devoted to
D-gap functions and their error bounds for variational inequalities involving the history-
dependent operators. This paper is the first one to study D-gap functions and their error
bounds to history-dependent variational inequalities.

As future research, we intend to study of the following interesting problems: (i) descent
techniques for solving Problem 2.4 based on D-gap functions; (ii) applications to contact
mechanics for Problem 2.4; (iii) developing D-gap functions and their error bounds for
history-dependent variational-hemivariational inequalities.

Acknowledgment. The authors are grateful to the editor and the anonymous referees
for their valuable remarks which improved the results and presentation of the paper.

References

[1] G. Bigi and M. Passacantando, D-gap functions and descent techniques for solving
equilibrium problems, J. Global Optim. 62 (1), 183-203, 2015.

[2] J.X. Cen, A.A. Khan, D. Motreanu and S.D. Zeng, Inverse problems for general-
ized quasi-variational inequalities with application to elliptic mized boundary value
systems, Inverse Problems 38, 065006, 2022.

[3] J.X. Cen, V.T. Nguyen and S.D. Zeng, Gap functions and global error bounds for
history-dependent variational-hemivariational inequalities, J. Nonlinear Var. Anal. 6,
461-481, 2022.

[4] C. Charitha, A note on D-gap functions for equilibrium problems, Optimization, 62
(2), 211-226, 2013.

[6] Z. Denkowski, S. Migérski and N.S. Papageorgiou, An Introduction to Nonlinear
Analysis: Theory, Kluwer Academic/Plenum Publishers, Boston, Dordrecht, London,
New York, 2003.



[6]

7]

[11]

[12]

18]

[21]

[22]

[23]

[24]
[25]

[26]

Error bounds for HDVI controlled by D-gap functions 1565

Z. Denkowski, S. Migérski and N.S. Papageorgiou, An Introduction to Nonlinear Anal-
ysis: Applications, Kluwer Academic/Plenum Publishers, Boston, Dordrecht, London,
New York, 2003.

M. Fukushima, Equivalent differentiable optimization problems and descent methods
for asymmetric variational inequality problems, Math. Program. 53 (4), 99-110, 1992.
J. Haslinger, M. Miettinen and P.D. Panagiotopoulos, Finite Element Method for
Hemivariational Inequalities: Theory, Methods and Applications. Kluwer Academic
Publishers, Boston, 1999.

N.V. Hung, S. Migérski, V.M. Tam and S. Zeng, Gap functions and error bounds for
variational-hemivariational inequalities, Acta. Appl. Math. 169, 691-709, 2020.
N.V. Hung and V.M. Tam, Error bound analysis of the D-gap functions for a class
of elliptic variational inequalities with applications to frictional contact mechanics, Z.
Angew. Math. Phys. 72, 173, 2021.

N.V. Hung, V.M. Tam and B. Dumitru, Regularized gap functions and error bounds
for split mized vector quasivariational inequality problems, Math. Methods Appl. Sci.
43, 4614-4626, 2020.

N.V. Hung, V.M. Tam and Y. Zhou, A new class of strong mized vector GQVIP-
generalized quasi-variational inequality problems in fuzzy environment with reqularized
gap functions based error bounds, J Comput Appl Math. 381, 113055, 2021.

N.V. Hung, X. Qin, V.M. Tam and J.C. Yao, Difference gap functions and global
error bounds for random mized equilibrium problems, Filomat 34, 2739-2761, 2020.
1.V. Konnov and O.V. Pinyagina, D-gap functions for a class of equilibrium problems
in Banach spaces, Comput. Methods Appl. Math. 3 (2), 274-286, 2003.

E.S. Levitin and B.T. Polyak, Constrained minimization methods, Comput. Math.
Math. Phys. 6, 1-50, 1996.

G. Li and K.F. Ng, Error bounds of generalized D-gap functions for nonsmooth and
nonmonotone variational inequality problems, SIAM J. Optim. 20 (2), 667-690, 2009.
G. Li, C. Tang and Z. Wei, Error bound results for generalized D-gap functions of
nonsmooth variational inequality problems, J. Comput. Appl. Math. 233 (11), 2795
2806, 2010.

Z.H. Liu, D. Motreanu and S.D. Zeng, Generalized penalty and reqularization method
for differential variational-hemivariational inequalities, SIAM J. Optim. 31, 1158—
1183, 2021.

7.Q. Luo and P. Tseng, Error bounds and convergence analysis of feasible descent
methods: A general approach, Ann. Oper. Res. 46, 157178, 1993.

S. Migérski, Y. Bai and S.D. Zeng, A new class of history-dependent quasi varia-
tionalhemivariational inequalities with constraints, Commun. Nonlinear Sci. Numer.
Simul. 114, 106686, 2022.

S. Migérski and S.D. Zeng, A class of differential hemivariational inequalities in Ba-
nach spaces, J. Glob. Optim. 72, 761-779, 2018.

S. Migérski, A. Ochal and M. Sofonea, Nonlinear Inclusions and Hemivariational
Inequalities. Models and Analysis of Contact Problems, in: Advances in Mechanics
and Mathematics 26, Springer, New York, 2013.

S. Migérski, A. Ochal and M. Sofonea, History-dependent variational-hemivariational
inequalities in contact mechanics, Nonlinear Anal. Real World Appl. 22, 604618,
2015.

J.M. Peng, FEquivalence of variational inequality problems to unconstrained mini-
mization, Math. Program. 78 (3), 347-355, 1997.

J.M. Peng and M. Fukushima, A hybrid Newton method for solving the variational
inequality problem via the D-gap function, Math. Program. 86 (2), 367-386, 1999.
M.V. Solodov and P. Tseng, Some methods based on the D-gap function for solving
monotone variational inequalities, Comput. Optim. Appl. 17 (2-3), 255-277, 2000.



1566 B. Chen, V.M. Tam

[27] M. Sofonea, S. Migérski and W. Han, A penalty method for history-dependent
variational-hemivariational inequalities, Comput. Math. Appl. 75 (7), 2561-2573,
2018.

[28] M. Sofonea and F. Patrulescu, Penalization of history-dependent variational inequal-
ities, Eur. J. Appl. Math. 25 (2), 155-176, 2014.

[29] M. Sofonea, W. Han and S. Migérski, Numerical analysis of history-dependent
variational-hemivariational inequalities with applications to contact problems, Eur.
J. Appl. Math. 26 (4), 427-452, 2015.

[30] M. Sofonea and A. Matei, History-dependent quasi-variational inequalities arising in
contact mechanics, Eur. J. Appl. Math. 22, (5), 471-491, 2011.

[31] M. Sofonea and Y.-B. Xiao, Fully history-dependent quasivariational inequalities in
contact mechanics, Appl. Anal. 95 (11), 24642484, 2016.

[32] V.M. Tam, Upper-bound error estimates for double phase obstacle problems with
Clarke’s subdifferential, Numer. Funct. Anal. Optim. 43 (4), 463-485, 2022.

[33] P. Tseng, On linear convergence of iterative methods for the variational inequality, J.
Comput. Appl. Math. 60, 237-252, 1995.

[34] F.P. Vasil’'yev, Methods of Solution of Extremal Problems, Nauka, Moscow, 1981.

[35] J.H. Wu, M. Florian and P. Marcotte, A general descent framework for the monotone
variational inequality problem, Math. Program. 61, 281-300, 1993.

[36] N. Yamashita and M. Fukushima, Equivalent unconstrained minimization and global
error bounds for variational inequality problems, SIAM J. Control Optim. 35, 273—
284, 1997.

[37] S.D. Zeng, Y.R. Bai, L. Gasiriski and P. Winkert, Ezxistence results for double phase
implicit obstacle problems involving multivalued operators, Calc. Var. PDEs 59(5),
1-18, 2020.

[38] S.D. Zeng, S. Migérski and Z.H. Liu, Well-posedness, optimal control, and sensitivity
analysis for a class of differential variational-hemivariational inequalities, STAM J.
Optim. 31, 2829-2862, 2021.

[39] S.D. Zeng, N.S. Papageorgiou and V.D. Radulescu, Nonsmooth dynamical systems:
From the existence of solutions to optimal and feedback control, Bull. Sci. Math. 176,
103131, 2022.

[40] S.D. Zeng, V.D. Radulescu and P. Winkert, Double phase implicit obstacle problems
with convection and multivalued mixed boundary value conditions, SIAM J. Math.
Anal. 54, 1898-1926, 2022.

[41] S.D. Zeng and E. Vilches, Well-posedness of history/state-dependent implicit sweeping
processes, J. Optim. Theory Appl. 186, 960-984, 2020.



