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 We proposed a method using machine learning to investigate the classification and prediction of 

CDH disease with resting-state trapezius sEMG. 

 We used Savitsky-Golay and Butterworth filters for denoising and then obtained PSD-based 

features using the Burg method. 

 The best classification accuracy of 91.6% was achieved with 10-fold cross-validation using the 

Tree classifier, moreover, Neural Networks and CN2 rule inducer provided 87.5% classification 

accuracy for the prediction of CDH disease. 
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ABSTRACT: Cervical disk herniation (CDH) is a disease that affects the quality of life of many people due 

to the neck pain it causes. The aim of this study was to develop an automatic prediction system to aid in 

diagnosis by evaluating the change in the surface electrical activity of the trapezius muscle in SDH disease 

in order to find an answer to the question: 'Can the surface electromyogram (sEMG) recorded from the 

trapezius muscle be an effective indicator for the diagnosis of SDH disease?'. To this end, a dataset will be 

created using preprocessing and feature extraction methods from sEMG signals from CDH patients and 

healthy individuals. In the first step, the Savitsky-Golay filter is used to denoise the sEMG signals and the 

dominant frequency signals between 20 and 150 Hz are included in the study using the Butterworth filter 

design. Twenty PSD-based features in the frequency domain were then obtained from the signals to which 

we applied the Burg method. Eleven of the most significant features based on the information gain, gain 

ratio, and Gini values are selected to be submitted to the classifiers. 80% of all new feature areas are used 

for classification and the rest for prediction. The best classification accuracy of 91.6% was obtained with 

the Tree classifier using 10-fold cross-validation for classification. In addition, neural networks and CN2 

rule inducer provided 87.5% classification accuracy for prediction using 20% of the remaining data that 

the classifiers had not seen before. The experimental results demonstrate that the trapezius muscle has 

different surface electrical activity in CDH patients and healthy subjects and that the frequency domain 

characteristics of this activity are important for disease prediction. 

 

Keywords: EMG, Machine Learning, Classification, Prediction, Frequency Domain 

1. INTRODUCTION 

Cervical disk herniation (CDH) is a condition that causes compression of the spinal cord or nerve roots 

between the C5-C6 and C6-C7 vertebrae. CDH usually causes pain radiating to the upper extremities and 

paresthesias felt on the skin [1-3]. CDH is usually characterized by arm and neck pain, and neurologists 

make the diagnosis through physical examination, imaging, and electrodiagnostic tests such as 

electromyography (EMG). MRI is the main diagnostic method that guides physicians in diagnosing CDH, 

but it is a time-consuming and expensive procedure. On the other hand, the needle EMG method is also 

used, which provides a faster solution in clinical evaluation. However, needle EMG is invasive and may 

cause various complications. The alternative to needle EMG is surface EMG (sEMG), which allows the 

measurement of total muscle action potentials on the surface. It is not preferred in clinical assessments 

because it involves superficial muscles. In this study, we aimed to investigate the usability of sEMG in 

diagnosing CDH patients for clinical and biomedical applications. Based on extensive anatomical 

preparations, [4] have described more than twenty muscles involved in head and neck movements. 

Unfortunately, few of them are superficial enough to be reached with surface electrodes [5]. Following the 
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physical model developed for the neck muscles, Bernhardt et al. [6] identified four muscles in the cervical 

spine that can be reached by superficial EMG: Semispinalis Capitis, Splenius Capitis, Sternocleidomastoid 

(SCM), and Trapezius. The trapezius muscle is the most painful muscle due to acute trauma and 

occupational myalgias. Many studies have emphasized that the trapezius muscle does not contribute to 

head and neck movements, but when the arms are actively used, this muscle should be examined to 

monitor the electrical activity of the adjacent muscles [7]. 

The electromyogram is defined as the graphical representation of the electrical activity that occurs in 

resting and contracted muscles and provides important information for the diagnosis of abnormalities in 

both muscles and the motor system [8]. The sEMG is a complex, unstable, and noisy signal. The amplitude 

of the sEMG signal is arbitrary and can usually be expressed as a Gaussian distribution. The amplitude 

range of the signal is 0-10 mV (peak-to-peak) or 0-1.5 mV (RMS). The useful energy of the sEMG is in the 

frequency range of 0-500 Hz, but the dominant energy is in the range of 50-150 Hz [9]. 

In the literature, some studies classify neuromuscular diseases [10-12], detect muscle activity [13-14], 

muscle fatigue [15-16], and classification of low back pain [17-18] and neck pain [19-21] using sEMG. To 

our knowledge, no study classifies CDH patients using surface EMG, except [22]. In addition, some studies 

draw attention to the upper trapezius muscle during semi-static activities that require repetitive 

movements of the upper extremity. This is the most common area for muscle pain. This pain sometimes 

indicates chronic trapezius myalgia or tension neck syndrome [7]. 

In studies of sEMG or EMG signals, there are several approaches to generating features from the 

signals. Generally, three approaches are preferred for feature generation, namely time domain, frequency 

domain, and time-frequency representation [23-24]. Phinyomark et al. evaluated 37 different features 

based on both time-domain and frequency-domain, and found that the frequency-domain features of 

sEMG signals are not more redundant than those of the time-domain [23]. However, in the experimental 

setup of this study, a specific movement was not repeated, but the corresponding muscle performed the 

task of maintaining a specific weight at a constant height. Therefore, using the frequency domain 

approach, it was easier to detect the presence of a pain signal associated with the frequency of the signal 

generated in the muscle in the frequency domain. 

This study attempted to develop a predictive model for the detection of CDH disease by analyzing 

trapezius muscle sEMG data. For this purpose, the study focused on frequency domain features of 

trapezius muscle signals. The features were tested using classification algorithms. After the designed 

experimental study, it was found that a clear classification can be made between healthy subjects and 

subjects suffered from cervical hernia, and it is also possible to develop predictive models for the disease 

using these models. 

There are many current studies in the literature for feature extraction and classification from EMG 

signals. These methods differ according to experiment design and selected muscle group and, high 

classification accuracy is obtained. EMG classifications are used in the automated diagnostic system for 

neuromuscular diseases or used for prosthetic device control. Although needle electrodes are preferred in 

neuromuscular disorders, there are also few studies using surface EMG. Some of them are presented in 

Table 1. 
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Table 1. Similar studies in the literature 
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Katsis et al. [25] Normal, 

Neuropathic 

Myopathic 

Raw EMG signals SVM 93% 

95% 

92% 

Rasheed et al. [26]  Time domain 

Wavelet domain 

Adaptive fuzzy k-

NN 

93.5% 

92.6% 

Gokgoz and Subasi 

[27] 

Normal, 

ALS, 

Myopathic 

 Music k-NN, SVM, ANN 82.11% 

92.55% 

90.02% 

Kamali et al. [28] Normal, 

Neuropathic 

Myopathic 

Time domain 

Time-Frequency 

domain 

SVM 97% 

Artameeyanant et 

al.[29] 

Healthy, 

Myopathic, 

Amyotrophi
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Statistical feature 

extraction 

MLPNN, SVM, k-

NN 

98.36% 

99.17% 
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correlation analysis 

k-NN 98.8% 
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Istenič et al. [31] Muscular 

Neuronal 

Disorder 

Multiscale entropy SVM 81.5% 

Barmpakos et al. 

[32] 

Neuropathy 
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Discrete Wavelet 

Transform, 

Power spectral 
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Random Forest, 

K-NN  

88.8% 
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Ozmen and 

Ekmekci [22] 

Normal 

CDH 

(Fatigue-

state) 

Short Time Fourier 

Transform 

Discrete Wavelet 

Transform 

AR model 

ANN 99% 

 

2. DATA SET AND DATA PREPARATION 

The experimental design used in this study focused on the trapezius muscle and the relationship 

between the muscle and CDH disease. The trapezius muscle is defined by Moore et al. [33] as a "broad, 

apartment, superficial muscle extending from the cervical to the thoracic region on the posterior aspect of 

the neck and trunk" Because the trapezius muscle is superficial and directly connected to the cervical 

region, this study focused on the basic question: "Can the presence of CDH be detected from the sEMG 

signals of the upper trapezius muscle?" To answer this question, an experimental study was performed. 

Detailed information about the experimental study can be found in [22], but the present study only 

addresses the resting state data recorded from the trapezius muscle. In this prospective study, sEMG data 

were collected by a physician and a technician in the neurology department of Selcuk College Faculty of 

Medicine using surface electrodes and a Neoropack Nihon Kohden EMG device in 10 CDH patients (8 

males and 2 females, aged 17 to 67 years) and 10 healthy volunteers (4 males and 6 females, aged 19 to 48 

years). Participants were selected among right-handed individuals. This study was approved by the local 

ethics committee (decision no: 2010/33). Each participant completed the informed consent form. For the 

rest condition, participants were asked to wait 20 seconds without moving the right arm in an upright 

sitting position. The aim is to investigate the electrical activity of the trapezius muscle while standing in 

its natural position and to determine the difference in CDH patients. 
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In this study the raw data were recorded as unsigned 16-bit integers with a sampling frequency of 10 

kHz. Thus, each data packet contained 200,000 samples per subject. The data were then segmented into 20 

equal parts each. The goal of this division is to take samples of each signal with a duration of 1 second. 

Figure 1 presents the general flowchart of the entire process. According to the Figure 1 some preprocessing 

steps are applied to the segmented EMG data. Then the features used for ranking were extracted from the 

frequency domain features of the pre-processed data. After the ranking test, the most informative features 

are selected. Finally, the classification algorithms are trained and tested with the cross-validation test and 

the results are compared. The tested classifiers are Random Forest, Naive Bayes, CN2 rule inducer, Tree, 

Support Vector Machine (SVM), Neural Networks. 

 

 
Figure 1. General flowchart of the entire process 

 

Figure 2 presents the pre-processing steps. The first step of preprocessing is to normalize the data in 

the range of [-1,1]. In general, normalization is not necessary when power spectrum analysis is applied to 

the sEMG signals [34], but in this study, the experiment consists of no motion, so the signal contains low-

frequency components with a high DC basis. The DC base signal was different for each subject. Therefore, 

to make each signal comparable, it was appropriate to normalize each signal. To separate valuable 

information from the signal noise, the second step was to apply the Savitsky-Golay (S-G) filter to the signal 

to smooth the data. Due to the nature of the Savitsky-Golay filter [35], the informative components of the 

data are preserved while the strong noise is suppressed. In this study, an 8th-order S-G filter with a width 

of 1023 frames is used. 

 

 
Figure 2. Flowchart of the preprocessing 

 

The next step of preprocessing was bandpass filtering. The structure of the signal was a regular sEMG 

signal, so the current value of the signal depended on previous values. For this reason, a recursive filtering 

technique was preferred. In this case, a Butterworth-type filter was the filter of choice (Pauk 2008). Since 

the data used in this study did not include motion and very low and high frequencies were not 

meaningful, the passband of the filter was chosen to be in the range of (20 - 150) Hz  

The final step of preprocessing is feature extraction from the signal. To extract the features from the 

signal, Power Spectrum Density (PSD) analysis was applied to the signal using Burg's method [36], so that 

the features are based on the frequency domain characteristics. In this study, the data length was shortened 

by dividing the 20-second data into 1-second epochs. Since the FFT is not suitable for determining the PSD 

in non-stationary signals such as EMG and non-parametric methods such as the periodogram-based 

Welch method are not preferred because they provide high resolution at long data lengths. Parametric 
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spectral analysis methods such as the AR method are the most effective methods in analyzing PSD for 

short-time signals, and one of them, the Burg method, gives more stable results than the Yule-Walker and 

Cov methods [37]. Figure 3 shows the original and preprocessed EMG signal in each control's time and 

frequency domain. 

 

 
                                         (A) 

 
                                         (B) 

Figure 3. (A) Original and preprocessed EMG in the time domain (B) Original and preprocessed EMG in 

the frequency domain 

 

3. FEATURE EXTRACTION 

The PSD approach provides detailed information about the power distributions of each frequency in 

the analyzed frequency window. Figure 4 shows the boxplot of the peak frequency values of the sEMG 

signal for both normal and patient subjects. 

 
Figure 4. Box plot of the peak frequency distribution of the dataset 

 

In Figure 4, class number 1 represents the subjects with CDH disease and 2 represents the normal 

subjects.  

From the box plot data, it can be seen that there is a shift in peak frequency between healthy and CDH 

patients, while the PSD data provides more information. In this study, 19 different features were analyzed 

and selected as features for classification [38-39]. These features are listed in Table 2; the last, 20. 
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Table 2. Frequency Domain features used in this study. 

Feature Description Feature Description 

AF1 The frequency at which the PSD of 

the sEMG signal is maximum 

W1 Width of the dominant 

frequency. 

AF2 The frequency at which the PSD of 

the sEMG signal is the second 

maximum 

W2 Width of second dominant 

frequency 

P1 The magnitude of Dominant 

Frequency F1 

iqrF The difference between the third 

quartile and the first quartile 

range of PSD 

P2 The magnitude of the Second 

Dominant Frequency F2 

fF1 Number of peaks under 

dominant frequency 

QF1 Quality factor of F1 (QF=F1/wF2) fF2 Number of peaks under the 

second dominant frequency 

QF2 Quality factor of F2 (QF=F2/wF2) varF The variance of PSD of sEMG 

signal. 

meaF Mean of all peak values of PSD. kurtF  Kurtosis of PSD 

mea1F Mean of all peak values under 

dominant frequency. 

skewF Skewness of PSD 

mea2F Mean of all peak values under 

second dominant frequency. 

medF  Median of all peak values of PSD 

Diag Diagnosis feature (target)   

 

The ranking values of the PSD-based features of the sEMG signal and the top 10 features are 

determined based on the information gain, gain ratio, and Gini values calculated previously. Table 3 

shows the main features selected for classification. The most important features are highlighted in the 

table with a darker background. Information gain was chosen as the main ranking method in selecting the 

characteristics, and 0.25 was used as the threshold. The features that are below the threshold of 0.25 are 

rejected. 
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Table 3. Selected features 

 # Info. gain Gain ratio Gini 

medF 1 0.5210 0.2605 0.2644 

iqrF 2 0.4521 0.2261 0.2425 

Mean 3 0.4505 0.2253 0.2459 

mea1F 4 0.4370 0.2185 0.2369 

meaF 5 0.4370 0.2185 0.2369 

varyF 6 0.4249 0.2124 0.2321 

P1 7 0.4197 0.2098 0.2300 

AF1 8 0.4197 0.2098 0.2300 

mea2F 9 0.4051 0.2025 0.2238 

fF1 10 0.2853 0.1561 0.1752 

QF1 11 0.1604 0.0802 0.1046 

P2 12 0.1266 0.0633 0.0826 

skewF 13 0.1220 0.0610 0.0815 

AF2 14 0.1097 0.0548 0.0729 

kurtF 15 0.1066 0.0533 0.0717 

W2 16 0.1058 0.0529 0.0701 

QF2 17 0.0863 0.0432 0.0572 

W1 18 0.0832 0.0416 0.0556 

fF2 19 0.0499 0.0250 0.0337 

 

Statistical information of the most significant features is also represented in Table 4. The entire dataset 

has no missing values. 

Table 4. Statistical information of the features 

Name Center Dispersion Min Max 

fF1 -0.535 -0.816883 -1 1 

mea2F -1.17e-16 ∞ -2.806e-16 2.806e-16 

AF1 -0.61347 -0.720118 -1 1 

P1 -0.671574 -0.592841 -1 1 

varyF -0.738759 -0.529157 -1 1 

meaF -0.475416 -1.17414 -1 1 

mea1F -0.475416 -1.17414 -1 1 

Mean -0.721069 -0.517747 -1 1 

iqrF -0.177202 -3.29478 -1 1 

medF -0.450080 -1.292014 -1 1 

 

4. CLASSIFICATION AND PREDICTION 

After turning the raw signals into a dataset, the dataset is separated into two parts. The first part 

consists of 80% of the entire data and is used to train the classifier algorithms. The second part which 

consists of 20% of the entire data is used for testing the classifiers after training. The classifiers which the 

dataset represented to are listed as Random Forest, Naive Bayes, CN2 rule inducer, Decision Tree, Support 

Vector Machine (SVM), and neural network algorithms [40-41]. During training, 10-fold cross-validation 

was applied to the classifiers. Classification algorithms require some predetermined parameters for the 

training process. Therefore, each classifier is developed with a specific architecture with its characteristics. 

Decision trees also called C4.5, use a divide-and-conquer algorithm to generate an initial tree. It requires 

a certain set S of cases. The dataset can be discrete or continuous [40]. Naïve Bayes is a supervised learning 
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method that is very easy to construct. The method does not require complex parameters or schemes. It can 

be easily used with huge datasets [40]. Due to the nature of the algorithm, the Naive Bayes algorithm did 

not require extra parameters in this study. CN2 algorithm based on ID3 algorithm like the Decision Trees. 

According to the definition algorithm, “CN2 produces an ordered list of if-then rules” [41]. Random forest 

is a tree-based algorithm. The algorithm uses several tree predictors. Each tree is represented with a 

random vector which is independently taken from the same distribution in the forest. The algorithm has 

a generalization error limit.  Equal tree affects the generalization error. Hence when the trees in the forest 

reach a result, they are voted for the most possible class [42]. SVM works on hyperplanes which are high- 

or infinite-dimensional space [43]. It requires fewer samples to train, is sensitive to dimensionality, and is 

considered a very robust algorithm for classification tasks [40]. Neural networks or Artificial Neural 

Networks (ANN) algorithms are based on interconnected nodes of computation units that mimic real-life 

neurons. In the architectural design, layers are created by nodes and each node is connected to the 

previous and next layers with weight coefficients. Training the ANN means finding the proper weight 

value for each node that performs the classification task. The design parameters of each algorithm are 

explained in Table 5. 

 

Table 5. Classifiers’ Design parameters 

Decision Tree: CN2 Rule Inducer: Random Forest: 

Tree size: 7 nodes, 4 leaves 

Edge widths: Relative to parent 

Target class: None 

Pruning: at least two instances in 

leaves, at least five instances in 

internal nodes, maximum depth 100 

Splitting: Stop splitting when the 

majority reaches 100% (classification 

only) 

Rule ordering: unordered 

Covering algorithm: exclusive 

Gamma: 0.7 

Evaluation measure: Laplace 

Beam width: 6 

Minimum rule coverage: 2 

Maximum rule length: 5 

Default alpha: 1.0 

Parent alpha: 1.0 

Number of trees: 14 

Maximal number of 

considered 

features: unlimited 

Replicable training: No 

Maximal tree 

depth: unlimited 

Stop splitting nodes with 

maximum instances: 5 

Support Vector Machine Neural Network Naïve Bayes:  

 SVM type: SVM, C=0.8, ε=0.1 

Kernel: Polynomial, (auto x⋅y + 0.0)3.5 

Numerical tolerance: 0.001 

Iteration limit: 100 

 

Hidden layers: 20, 20 (2 hidden 

layers with 20 nodes each) 

Activation: tanh 

Solver: Adam 

Alpha: 0.0001 

Max iterations: 200 

Replicable training: True 

The naive Bayes algorithm 

did not require extra 

parameters in this study 

 

5. RESULTS and DISCUSSION 

The classification algorithms are trained and tested with the Stratified 10-fold Cross validation test, 

the average over classes results is shown in Table 6. The metrics used to evaluate the models are listed as 

Area Under Curve (AUC), Classification Accuracy (CA), F1, Precision, and Recall [44]. 
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Table 6. Testing results of algorithms via 10-Fold cross-validation. 

Model AUC CA F1 Precision Recall 

Random Forest 0,9643 0,9333 0,9334 0,9344 0,9333 

Tree 0,9266 0,9333 0,9332 0,9340 0,9333 

Neural Network 0,9568 0,9222 0,9223 0,9225 0,9222 

AdaBoost 0,9107 0,9111 0,9111 0,9111 0,9111 

SVM 0,9464 0,8889 0,8890 0,8926 0,8889 

CN2 rule inducer 0,9501 0,8667 0,8655 0,8722 0,8667 

Naive Bayes 0,9375 0,8667 0,8667 0,8667 0,8667 

 

During the cross-validation, only 80% of the entire data set is used for both training and testing. The 

rest of the data was never represented to the classifiers until the training of the models finished. After the 

training, the rest of the data is presented to the trained classifiers, and predicted results are compared with 

the actual results. The prediction results of the classifiers are shown in Table 7. 

 

Table 7. Prediction results of the classifiers 

Model  AUC CA F1 Precision Recall 

Neural Network  0.972 0.875 0.878 0.891 0.875 

CN2 rule inducer  0.875 0.875 0.876 0.878 0.875 

Naive Bayes  0.903 0.825 0.830 0.861 0.825 

Tree  0.850 0.800 0.805 0.827 0.800 

Random Forest  0.893 0.775 0.782 0.836 0.775 

SVM  0.937 0.650 0.655 0.786 0.650 

 

Given Tables 6 and 7, the following can be said: the determined frequency characteristics are suitable 

for an unambiguous classification. Considerable success has been achieved. Considering that the signals 

are obtained while the studied muscle maintains a certain position and does not move, although the signal 

is stationary, it can be said that it contains classifiable frequency components. The most obvious reason 

for this result is that the peak frequency of the signals obtained from CDH patients is slightly shifted 

towards high frequencies. 

When examining Table 6, the top 3 algorithms are Random Forest, Tree (decision tree), and Neural 

Network algorithms by classification accuracy. However, when examining Table 7, the top 3 algorithms 

are Neural Network, CN2 rule inducer, and Naive Bayes algorithms. This situation can be interpreted as 

follows: Random Forest and Tree algorithms are very similar; they are based on the same methods that 

include pruning steps. The neural network algorithm, on the other hand, is suitable for continuous data 

and no pruning is applied. Since the prediction data set has not yet participated in the training, tree-based 

algorithms can prune the branches that will process this data during modeling. In contrast, since artificial 

neural networks are more immune to this situation, they were more successful in the prediction 

experiment. However, the CN2 algorithm, whose basic logic is similar to tree-based algorithms, was also 

successful because it focuses on creating rules rather than branches. To understand the effects of feature 

selection, an additional experiment was also applied to the entire dataset without feature ranking. In this 

final experiment, all the features in Table 3 were used in the training and testing process. Table 8 shows 

the test results of the classifiers with all features. 
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Table 8. Classification results with no feature selection 

Model AUC CA F1 Precision Recall 

Tree 0,9289 0,9167 0,9142 0,9266 0,9167 

Neural Network 0,9424 0,8833 0,8828 0,8828 0,8833 

AdaBoost 0,8643 0,8833 0,8815 0,8846 0,8833 

Random Forest 0,9360 0,8500 0,8456 0,8546 0,8500 

Naive Bayes 0,9248 0,8500 0,8519 0,8656 0,8500 

CN2 rule inducer 0,8314 0,8333 0,8239 0,8511 0,8333 

SVM 0,6769 0,8167 0,8043 0,8386 0,8167 

 

Classification using all features has shown a lower success rate than classification using selected 

features Although it is thought that a more detailed classification will be made when more features are 

used in classification, it seems that considering the features with low information gain negatively affects 

the success of the classification. When the overall results are evaluated, the most successful algorithms are 

tree-based algorithms. Two classification results can be given as examples. Figure 5 represents the decision 

tree result for the experiments and 

 
Figure 5. Decision Tree result with the selected features 

 

Table 9 represents the rules generated by the CN2 Rule Inducer algorithm. 
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Table 9. Induced rules for the selected features. 

 

IF conditions 
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H
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P
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] 

Q
u
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th

 

1 QF2≥-0.8524 AND ort2F≥-2.1015e-16 1 [13, 0] 93:7 0.933 2 

2 iqrF≥-0.7337 AND skewF≥-0.7148 AND ort2F≥-1.7791-16 1 [22, 0] 96:4 0.958 3 

3 ort2F≥-2.1031e-16 AND iqrF≤-0.9476 AND QF2≥-

0.9892 AND medF≥-0.9936 

1 [5, 0] 86:14 0.857 4 

4 medF≥-0.9937 AND medF≤-0.9925 AND iqrF≥-0.9638 1 [2, 0] 75:25 0.750 3 

5 ort2F≤-2.1031e-16 AND pksW2≥-0.9865 2 [0, 25] 4: 96 0.963 2 

6 skewF≥0.4860 AND pksW1≥-0.97145 2 [0, 4] 17:83 0.833 2 

7 pksW2≤-0.9732 AND medF≥-0.9363 2 [0, 4] 17:83 0.833 2 

8 skewF≤-0.7148 AND pksW2≥-0.6413 2 [0, 2] 25:75 0.750 2 

9 QF2≥-0.9894 AND QF2≤-0.9653 AND pksW1≥-0.5121 2 [0, 2] 25:75 0.750 3 

 TRUE 1 [42, 38] 52:48 0.524  

 

6. CONCLUSION 

This study focused on two questions, first question is “Could sEMG signal recorded from the trapezius 

muscle be an effective method in the diagnosis of CDH disease” and the second question is “what kind of 

classifiers are suitable for this task?”. For this purpose, PSD-based features were preferred, because, in the 

experiment, muscles remained at a certain position, so a time series approach was not suitable for this 

task. Feature extraction was not enough precursor for the classification task, so feature selection was also 

very important. During the analysis of the features, it has been obvious that the peak frequency value 

plays an important role in the features. So, when the feature selection metrics were applied to the features, 

the top 10 of them were based on peak frequency values.  

The final step was evaluating the performance of different classifier algorithms. There are many 

methods used for the classification of sEMG data [45-49]. In this study, tree-based algorithms and 

hyperplane-based algorithms were used. In comparison, an interesting situation has occurred. After the 

training and cross-validation process, the most successful algorithms were tree-based algorithms, 

depending on the results it can be said that the frequency features obtained from sEMG signals are more 

suitable to be classified with the tree-based algorithms like Decision Tree or Random Forest. Hence the 

success rates of all algorithms were good enough to classify the subjects accurately. 

There are many current studies in the literature for feature extraction and classification from EMG 

signals. These methods differ according to experiment design and selected muscle group and generally, 

high classification accuracy is obtained. EMG classifications are generally used in the automated 

diagnostic system for neuromuscular diseases or used for prosthetic device control.  

In conclusion, according to the results, this study claims that Cervical Disc Herniation affects the 

electrical activity of the trapezius muscle utilizing resting-state sEMG signals. Our findings are compatible 

with the literature and provide higher classification accuracy than studies using surface EMG in muscle 

disorders [31-32]. 

The main contribution of this study is high classification and prediction values that will be beneficial 

with non-invasive sEMG in the clinical assessment before MRI in the diagnosis of Cervical Hernia patients. 

It is considered that this study is an important step in determining the source of muscle pain occurring in 

the neck region. 
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The main limitation of this study is the small number of subjects. When the number of subjects is 

increased, the results will become more reliable, and an automated diagnosis system could be designed. 
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