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ABSTRACT 

Fractional calculus has been used for modelling many of physical and engineering processes, that many of them are 

described by linear and nonlinear Volterra- Fredholm integro- differential equations of multi-arbitrary order. 

Therefore, an efficient and suitable method for the solution of them is very important. In this paper, the generalized 
fractional order of the Chebyshev functions (GFCFs) based on the classical Chebyshev polynomials of the first kind 

is used to obtain the solution of the linear and nonlinear multi-order Volterra-Fredholm integro-differential 

equations. Also, the operational matrices of the fractional derivative, the product, and the fractional integration to 
transform the equations to a system of algebraic equations are introduced. Some examples are included to 

demonstrate the validity and applicability of the technique. 

 
Keywords: Fractional order of Chebyshev functions; Operational matrix; Volterra-Fredholm integro- differential 

equations; Tau-Collocation method. 

 

1. INTRODUCTION 

In this section, some definitions which are useful for our 

method have been introduced [1]. 
Definition 1. For any real function , , if there 

exists a real number , such that , 

where , is said to be in space , 
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, and it is in the space  if and only if 

. 

 

Definition 2. The Riemann-Liouville fractional integral 

operator of order , for a function , 

is defined as [2]  

          (1) 

 

 

Some properties of the operator  (for simplicity ), 

which are needed here, are as follows. For 

 ,  

 

 

 

          (2) 

 

Definition 3. The fractional derivative of  in the 

Caputo sense is defined as follows [3]  

 

for  and . 

Some properties of the operator , which are needed 

here, are as follows, for 

 

and constant , 

 

 

                                                                                       (3) 

                                                        (4) 

                                        (5) 

 

 

 

Definition 4. Suppose that ,  

and  is a weight function, then we define:  

  

 

  

 

 

Definition 5 (completeness). A basis set is "complete" for 

a given class of functions if all functions within the class 

can be represented to arbitrarily high accuracy as a sum 

of a sufficiently large number of basis functions [4]. 

Theorem 1. Suppose that  be a sequence of 

orthogonal polynomials,  is a weight function for 

, and  is a polynomial of degree at most 

, then for  we have: 

. 

Proof: See the section 2.3 in Ref. [5]. 

The aim of the paper is to present a numerical method 

(GFCF Tau-Collocation method) for approximating the 

solution of a nonlinear Volterra- Fredholm integro- 

differential equations of multi-arbitrary order as follows:  

 

                                        (6) 

with these supplementary conditions:  

                                         (7)
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where  and 

 are known 

functions,  is the unknown function,  is the 

Caputo fractional differentiation operator,  are 

real numbers, and  are positive integers. 

The rest of the paper is as follows: in section 2, the 

GFCFs, their properties and operational matrices for them 

are expressed. In Section 3, the numerical method is 

explained. Applications of the proposed method are 

shown in section 4. Finally, a conclusion is provided. 

 

2. GENERALIZED FRACTIONAL ORDER OF THE 

CHEBYSHEV FUNCTIONS 

The Chebyshev polynomials of the first kind, , can 

be obtained using the recursive relation as follows [6]:  

 

 

 

The Chebyshev polynomials have many properties, for 

example, they are orthogonal, are defined recursively, 

have simple real roots, are complete in the space of 

polynomials. For these reasons, many authors have used 

these functions in their works [7, 8, 9, 10]. 

Using some transformations, some researchers extended 

Chebyshev polynomials to infinite or semi-infinite 

domains, for example by using  the 

rational Chebyshev functions on semi-infinite domain 

[11, 12, 13, 14], by using  the rational 

Chebyshev functions on infinite domain [6], and by using 

,  the generalized fractional 

order of the Chebyshev functions (GFCF) [15] are 

introduced. 

Darani and Nasiri in [16] have introduced the fractional-

order Chebyshev functions of the second kind, then have 

just constructed the derivative operational matrix for 

them, and have used it to solve linear fractional 

differential equations. 

In the present work, we use the transformation 

,  on the Chebyshev 

polynomials of the first kind, that was introduced by 

Parand and Delkhosh [15], and can use to solve nonlinear 

Volterra- Fredholm integro- differential equations of 

multi-arbitrary order. 

The GFCFs are defined in interval , and are denoted 

by . The analytical form of 

 of degree  is given by [15]  

          (8) 

where  

 

Note that  and . 

The GFCFs are orthogonal with respect to the weight 

function  in the interval : 

              (9) 

where  is Kronecker delta, , and  for 

. 

 

Any function , , can be expanded as 

follows [4, 6]:  

 

and using the property of orthogonality in the GFCFs:  

  

 

but in the numerical methods, we have to use first -

terms of the GFCFs and approximate :  

  

         (10) 

with  

                                       (11) 

        (12) 

 

The following theorem shows that by increasing , the 

approximation solution  is convergent to  

exponentially. 

Theorem 2. Suppose that  for 

 and  is the subspace generated by 

. If  

(in the Eq. (10)) is the best approximation to  from 

, then the error bound is presented as follows  

  

 

where  

Proof. See Ref. [15].  

Theorem 3. The generalized fractional order of the 

Chebyshev function , has precisely  real zeros 

on interval  in the form  
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Moreover,  has precisely  real zeros on 

interval  in the following points:  

 

Proof. See Ref. [15].  

Now, operational matrices of the fractional derivative, the 

fractional integration and the product for the GFCFs are 

constructed. These matrices reduce the computational and 

storage costs and can be used to solve the linear and 

nonlinear differential equations. 

In the next theorem, the operational matrix of the Caputo 

fractional derivative of order  for the GFCFs is 

generalized. 

Theorem 4. Let  be GFCFs vector in Eq. (12), and 

 be an  fractional derivative operational 

matrix of the Caputo fractional derivatives of order 

 as follows:  

                                       (13) 

where for :  

 

                                                      (14) 

Proof. See Ref. [15].  

Remark 1: By theorem 4, we can see that the fractional derivative operational matrix of the GFCFs is a lower triangular 

matrix, so at least  of the matrix elements are zero, that this reduces the computational and storage costs. 

For example, with , , and , we have:   

 

  

In the next theorem, the operational matrix of the product of two GFCFs vectors is generalized. 

Theorem 5. Let  be GFCFs vector in Eq. (12) and  be a vector, then the elements of , that is an  product 

operational matrix for the vector , are obtained as  

      (15) 

where  

      (16) 

where  

 

Proof. See Ref. [15].  

Remark 2: By theorem 5, we can be shown that any product operational matrix of GFCFs can be made to the sum of two 

simple matrices:  where 

  1.   is a symmetric matrix, that the diagonals of  are the elements of vector , and for , matrix 

elements are calculated as follows: 
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  2.   is a sparse matrix, that at least  of the matrix elements are zero, and for , matrix 

elements are calculated as follows: 

 

 

For example, with , at least  of the elements in  are zero, and the product operational matrix of GFCFs is as 

follows:   

 

  

We can see that the computational cost of production is very low. 

In the following theorem, the operational matrix of fractional integration of GFCFs is generalized. 

Theorem 6. Let  be GFCFs vector in Eq. (12),  is the  operational matrix of fractional integration of order 

:  

      (17) 

 then the elements of  are obtained as  

                                   (18) 

 for . 

Proof. Using Eq. (13)  

   

By orthogonality property of the GFCFs, the Eq. (8), and properties of , for , we have  

  

    (19) 

 If  then , therefore by theorem 2,  for any . Now for 

 we have:  

 

 

 Now, by integration of the above equation, the Eq. (18) can be proved.  

Remark 3: By theorem 6, we can see that the fractional integration operational matrix of the GFCFs is a lower Hessenberg 

matrix, so at least  of the matrix elements are zero, that this reduces the computational and storage costs. 

For example, with , , and , we have:   
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Remark 4: The fractional integration operational matrix of GFCFs for  and  is the same as the integration 

operational matrix of shifted Chebyshev polynomials [17, 18]. 

Remark 5: By the Eq. (8), we have   

 

 

3. APPLICATION OF THE METHOD 

Consider Eq. (6), by previous section, the two variable 

functions  can be approximated as:  

 

or in the matrix form:  

  (20) 

where  and also can be written 

 in Eq. (10) and:  

 (21) 

where  are obtained as 

 

Using the Eqs. (21) and (10), we have 

 and it is easy to show by induction 

that for :  

 

 (22) 

by transformation , we have 

. 

Using the above equations, we have:  

 

 

 

 

 

 

 

 
 
 
 

 

          (23) 

 where  is the product operational matrix of vector  

and  is vector:  

      (24) 

 where the  can be calculated by using of the 

remark 5. 

Using the Eq. (23), we have:  

        (25) 

 

And we have:  

   (26) 

where  is the product operational matrix of vector  

and . 

 

Now, we must choose the value of  such that values  

be multiples of . Using the properties of the operator 

 and Eq. (13), we can calculate the values  and:  

        (27) 

 

By substituting the approximations above into Eq. (6) we 

obtain:    
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                         (28) 

 

We define the residual function as follows:   

 

 

 

Now, by choice  arbitrary points , in the domain  as collocation points and substituting them in 

, and using of the Eq. (7), a set of  nonlinear algebraic equations is generated as follows (Collocation method)  

 

By solving this system, the approximate solution of the Eq. (6) according to the Eq. (10) is obtained. 

In this study, the roots of the GFCFs in the interval  (Theorem 3) are used as collocation points, and also consider that 

all of the computations have been done by Maple 18 on a laptop with CPU Core i7, Windows 8.1 64bit, and 8GB of RAM. 

 

4. ILLUSTRATIVE EXAMPLES 

In this section, by using the present method, some well-

known examples are solved to show efficiently and 

applicability GFCFs collocation method based on 

Spectral method. The present method is applied to solve 

the linear and nonlinear multi-order Volterra-Fredholm 

integro-differential equations, and their outputs are 

compared with the corresponding analytical solutions. 

Example 1. Consider the following linear Volterra-

Fredholm integral equation:  

 

 

where  and 

. The exact solution of this problem is  

 

. By applying the technique described 

in the last section, the residual function as follows:  

 

where  and  are obtained from 

Eqs. (20) - (27). 

For  and choosing  points 

 using theorem 3 as collocation points 

and using of initial condition, the exact solution is 

obtained. The absolute error with  is displayed in 

Fig. 1, we can see the approximate solution is in a good 

agreement with the exact solution.  

 

 

Figure  1: The absolute error function for example 1 with . 
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Example 2. Consider the following nonlinear Volterra-Fredholm integro-differential equation of fractional order:  

 

 

where  and . The exact solution of this problem is . By 

applying the technique described in the last section, the residual function as follows:  

 

For  and choosing  points  using theorem 3 as collocation points and substituting them 

in , and using of initial condition, a set of  nonlinear algebraic equations is generated. 

The absolute and the residual errors with  are displayed in Fig. 2.  

 

 

[The absolute error function]                   [The residual error function] 

Figure  2: Graphs of the absolute error and the residual error for example 2 with . 

  

Example 3. Next, we consider the nonlinear Volterra-Fredholm integro-differential equations of fractional order as follows:   

 

 

where  and . The exact solution of this problem is . The 

residual function as follows:  

 

where . For  and choosing  points  using theorem 3 as collocation 

points and substituting them in , and using of initial condition, a set of  nonlinear algebraic equations is generated. 

The absolute and the residual errors with  are displayed in Fig. 3. 
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[The absolute error function]               [The residual error function] 

Figure  3: Graphs of the absolute error and the residual error for example 3 with . 

 

Example 4. Consider the following nonlinear Volterra integro-differential equation:  

 

 

 

Table 1 shown comparison the approximate solution by the present method, Turkyilmazoglu [19], and Ordokhani and 

Razzaghi [20] with  and , we can see the approximate solution is in a very good agreement with the exact 

solution. 

Turkyilmazoglu [19] has calculated the approximate solution to this problem as follows:   

 (29) 

  

The absolute error of the present method and the approximate solution of Eq. (29) with  and  are displayed in 

Fig. 4. 

 

Figure  4: The residual error function for example 4 with . 
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Table  1: Obtained values of  by Turkyilmazoglu [19], Ordokhani and Razzaghi [20], the present method, and the 

exact solution for example 4 with  

t Exact solution Ref. [19] Ref. [20] Present solution Abs. Er. 

0.0 1.0000000000 1.000000000 1.000000 1.0000000000 0.000e-00 

0.2 1.2214027581 1.221402758 1.221341 1.2214027581 4.402e-14 

0.4 1.4918246976 1.491824698 1.491758 1.4918246976 6.511e-13 

0.6 1.8221188003 1.822118800 1.822086 1.8221188003 2.070e-12 

0.8 2.2255409284 2.225540929 2.225467 2.2255409273 1.107e-09 

1.0 2.7182818284 2.718281828 2.718199 2.7182817983 3.007e-08 

 

Example 5. Now, we consider the nonlinear Volterra-Fredholm integro-differential equations of multi-order as follows:   

 

 

where  and . The exact solution of this problem is 

. The residual function as follows:   

 (30) 

where . 

Now, we must choose the value of  such that,  and  be multiples of . For example , we can 

calculate the values  and . 

For  and choosing  points  using theorem 3 as collocation points and using of initial condition, we 

can obtain approximate solutions. The absolute error and the residual error with  are displayed in Fig. 5. 

To show the convergence of the present method to solve this example for  in the Fig. 6, we have shown that by 

increasing the  the residual function decreases, to show the convergence of the present method. 

 

[The absolute error function]           [The residual error function] 

Figure  5: Graphs of the absolute error and the residual error for example 5 with . 
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Example 6. For the last example, we consider the linear Volterra-Fredholm integro-differential equations of multi-order as 

follows:  

 

 

where . The exact solution of this problem is . The residual 

function as follows:   

 

where . 

Now, we must choose the value of  such that,  and  be multiples of . For example , we can 

calculate the values  and . 

For  and choosing  points  using theorem 3 as collocation points and using of initial condition, we 

can obtain the exact solution. The absolute error and the residual error with  are displayed in Fig. 7. We can see the 

approximate solution is in a very good agreement with the exact solution. 

To show the convergence of the present method to solve this example for  in the Fig. 8, we have shown that by 

increasing the  the residual function decreases, to show the convergence of the presented method. 

 

Figure  6: The residual errors for example 5 with  and , to show the convergence rate of the GFCF 

collocation method. 
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[The absolute error function]                      [The residual error function] 

Figure  7: Graphs of the absolute error and the residual error for example 6 with . 

 

 

Figure  8: The residual errors for example 6 with  and , to show the convergence rate of the GFCF 

collocation method. 

 

5. CONCLUSION 

In this paper, first, the generalized fractional order of the 

Chebyshev functions (GFCF) of the first kind have been 

introduced, next, the operational matrices of the 

fractional derivative, the product, and the fractional 

integration of these orthogonal functions are obtained. 

These matrices can be used to solve the linear and 

nonlinear Volterra- Fredholm integro- differential 

equations of multi-arbitrary order and reduce the 

computational cost. As shown, the method is converging  

 

 

and has an appropriate accuracy and stability, that the 

sufficient accuracy is due choosing the basic of 

fractional. Illustrative examples show that this method 

has good results. 
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