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Abstract: Alzheimer’s, one of the most prevalent varieties of dementia, is a fatal neurological disease for which there is 

presently no known cure. Early diagnosis of such diseases and classification with computer-aided systems are of great 

importance in determining the most appropriate treatment. Imaging the soft tissue of the brain with Magnetic Resonance 

Imaging (MRI) and revealing specific findings is the most effective method of Alzheimer’s diagnosis. A few recent studies 

using Deep Learning (DL) to diagnose Alzheimer’s Disease (AD) with brain MRI scans have shown promising results. 

However, the fundamental issue with DL architectures like CNN is the amount of training data that is required. In this study, a 

hybrid CNN method based on Neighborhood Component Analysis (NCA) is proposed, which aims to classify AD over brain 

MRI with Machine Learning (ML) algorithms. According to the classification results, DenseNet201, EfficientNet-B0, and 

AlexNet pre-trained CNN architectures, which are 3 architectures that give the best results as feature extractors, were used as 

hybrids among 10 different DL architectures. By means of these CNN architectures, the features trained on the dataset and the 

features obtained by Gradient-weighted Class Activation Mapping (Grad-CAM) are concatenated. The NCA method has been 

used to optimize all concatenated features. After the stage, the optimized features have been classified with KNN, Ensemble, 

and SVM algorithms. The proposed hybrid model achieved 99.83% accuracy, 99.88% sensitivity, 99.92% specificity, 99.83% 

precision, 99.85% F1-measure, and 99.78% Matthews Correlation Coefficient (MCC) results using the Ensemble classifier for 

the 4-class classification of AD.  
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Grad-CAM ile İyileştirilmiş Beyin MRI Görüntülerinde Alzheimer Hastalığının 

Sınıflandırılması için NCA tabanlı Hibrit CNN Modeli   
 

Öz: Demansın en yaygın türlerinden biri olan Alzheimer, şu anda bilinen bir tedavisi olmayan ölümcül bir nörolojik hastalıktır. 

Bu tür hastalıkların erken teşhisi ve bilgisayar destekli sistemlerle sınıflandırılması en uygun tedavinin belirlenmesinde büyük 

önem taşımaktadır. Manyetik Rezonans Görüntüleme (MRI) ile beynin yumuşak dokusunun görüntülenmesi ve spesifik 

bulguların ortaya çıkarılması Alzheimer teşhisinde en etkili yöntemdir. Beyin MRI taramaları ile Alzheimer Hastalığını (AD) 

teşhis etmek için Derin Öğrenmeyi (DL) kullanan birkaç yeni çalışma umut verici sonuçlar vermiştir. Ancak, CNN gibi DL 

mimarileriyle ilgili temel sorun, gereken eğitim verisi miktarıdır. Bu çalışmada, Makine Öğrenimi (ML) algoritmaları ile beyin 

MRI üzerinden AD’yi sınıflandırmayı amaçlayan Komşuluk Bileşen Analizi (NCA) tabanlı hibrit bir CNN yöntemi 

önerilmiştir. Sınıflandırma sonuçlarına göre, özellik çıkarıcı olarak en iyi sonuçları veren 3 mimari olan DenseNet201, 

EfficientNet-B0 ve AlexNet ön-eğitimli CNN mimarileri, 10 farklı DL mimarisi arasından hibrit olarak kullanılmıştır. Bu CNN 

mimarileri sayesinde, veri seti üzerinde eğitilen öznitelikler ile Gradient-weighted Class Activation Mapping (Grad-CAM) ile 

elde edilen öznitelikler birleştirilmiştir. NCA yöntemi, tüm birleştirilmiş özellikleri optimize etmek için kullanılmıştır. Bu 

aşamadan sonra optimize edilen öznitelikler KNN, Ensemble ve SVM algoritmaları ile sınıflandırılmıştır. Önerilen hibrit 

model, AD’nin 4-sınıflı sınıflandırması için Ensemble sınıflandırıcısını kullanarak %99,83 doğruluk, %99,88 duyarlılık, 

%99,92 özgüllük, %99,83 kesinlik, %99,85 F1-ölçütü ve %99,78 Matthews Korelasyon Katsayısı (MCC) sonuçlarına 

ulaşmıştır. 

 

Anahtar kelimeler: Sınıflandırma, Alzheimer hastalığı, Grad-CAM, MRI, NCA. 

 

1. Introduction 

 

Dementia, which is frequently encountered especially in the elderly population, is a general name given to 

many diseases in which forgetfulness is at the forefront and may occur due to different diseases. Alzheimer’s 

disease (AD) consists of an average of 70% of dementia cases [1]. There is presently no cure for the 

neurodegenerative disease Alzheimer’s, one of the most prevalent types of dementia, which results in the loss of 

brain cells and a decline in mental abilities [2]. As people age, signs of this disease, which impairs cognition, 
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memory, and behavioral abilities, become more pronounced [3]. Due to the fact that it is a progressive disease, 

early symptoms of Alzheimer’s are usually seen as forgetting recent events, but within a few years, individuals  

may have difficulty performing their daily activities alone [4]. 

By 2050, it is anticipated that there would be almost twice as many cases of different types of dementia [5]. 

Since there is no definitive treatment that stops or slows the progression of the disease, it is vital to provide a solid 

diagnosis with accurate methods [6]. A brain biopsy is required for definitive diagnosis, but this method is not 

preferred because it is an invasive procedure [7]. In this regard, Magnetic Resonance Imaging (MRI) is widely 

used to analyze clinical and neuroimaging findings since it offers more insightful data on cerebral cortical atrophy, 

even though Computed Tomography (CT) may be favored for illness diagnosis. Since MRI reveals the 

involvement caused by the loss of volume in some parts of the brain of sick people, it can diagnose the disease at 

a rate of 90%. However, the inability to detect this volume loss at the onset of AD may lead to underdiagnosis and 

overlook of the disease [8]. 

Brain imaging findings are used to analyze the degree of AD in clinically evaluated patients while focusing 

on features such as medial temporoparietal and temporal lobe atrophy [9]. The volume of the hippocampus, 

entorhinal cortex (inferior surface of the parahippocampal gyrus), cingulate gyrus, and parietal lobe decreases with 

medial temporal lobe atrophy, but the parahippocampal fissure enlarges [10]. Early symptoms include parietal 

atrophy and enlargement of the parietooccipital and posterior cingulate sulcus. As a result, the precuneus’ volume 

increases [11]. 

Some medical tests are performed for the diagnosis of AD, which results in a large amount of variable 

heterogeneous data. Due to the nature of these tests, manually analyzing data can be tiring. It is possible for 

radiologists to make mistakes when interpreting radiological images. In this case, misdiagnosis and treatment of 

patients become inevitable [12]. Machine Learning (ML) and Deep Learning (DL) applications minimize the 

occurrence of such errors in medical imaging and especially Computer-Aided Diagnosis (CAD) and allow doctors 

to increase their experience by easing the workload [13]. 

Today, deep CNN approaches attract the attention of researchers in the field of computer vision due to their 

performance in applications such as recognition, detection, classification, and segmentation. In these applications, 

besides determining the presence or absence of a disease, classification of diseases can also be performed [14]. 

Feature extraction and visualization in DL applications are important steps that determine the effectiveness of the 

CAD method. Different features are revealed by texture analysis in images. However, these features alone may be 

insufficient to determine the accuracy of the model. CNN models are capable of extracting features in a hierarchical 

fashion, from low to high [15]. 

 

 
Figure 1. The workflow of the proposed hybrid model 

 

This study aimed to classify the diagnosis of AD according to the stage of dementia, which is a challenging 

task for specialists since the pixel intensities of the brain MRI images of individuals can be similar. In this respect, 

brain MRI images were classified with a hybrid model based on DL. Firstly, the features extracted with 10 different 

CNN architectures were classified with 3 different classifiers. The results obtained here were evaluated 

comparatively and a hybrid model was created by combining the features obtained from the 3 architectures that 

gave the highest results using these 10 architectures, and the features obtained using Gradient-weighted Class 

Activation Mapping (Grad-CAM), a method that reveals distinctive texture features. Then, the best features were 

selected among the features with the Neighborhood Component Analysis (NCA) method, and these features were 

classified by KNN, Ensemble, and SVM classifiers. While 98.3% accuracy was achieved with the DenseNet201 

+ Ensemble model, 97.9% accuracy was achieved with the EfficientNet-B0 + Ensemble model, and 97.1% 

accuracy was achieved with the AlexNet + Ensemble model, and 99.83% accuracy was achieved with the proposed 

hybrid model + Ensemble. The workflow of the proposed hybrid model is shown in Fig 1. Unintentional manual 



Feyza ALTUNBEY ÖZBAY, Erdal ÖZBAY 

 

141 

 

errors can be prevented by reducing the workload of doctors with the proposed method in the diagnosis of AD. 

Moreover, this method eliminates the need for specialists for preliminary diagnosis. 

The significant contributions of this study are as follows: 

• We propose a deep CNN that can classify 4-classes of disease stages in AD. 

• The proposed hybrid model demonstrates superior performance for AD diagnosis from an imbalanced 

dataset and a small number of features. 

• The manual feature extraction task of radiologists is eliminated with the developed hybrid CNN model. 

The highlights of this study are as follows: 

• 4-class brain MRI images are classified using 10 CNN architectures. 

• The model proposed in this study aims to improve classification performance in AD diagnosis. 

• Different feature maps of the 3 best CNN architectures are concatenated with Grad-CAM features. 

• Thanks to this method, different features of the same images obtained in three different architectures are 

brought together. 

• NCA dimension reduction is applied to the feature map to improve model performance. 

• Obtained feature map is classified over 3 different ML classifiers. 

• High-accuracy classification has been made for 4-class dementia stages of AD. 

• As a result, in the proposed method, feature extraction, feature combining, dimension reduction and 

classification of the obtained feature map in three different classifiers were performed. 

The rest of the article is as follows: Section 2 covers related works in the field of diagnosis of AD. A full 

description of the proposed methodology is given in section 3. The experimental results obtained from our 

proposed hybrid CNN model and their comparison with existing methods are given in section 4. In section 5, the 

proposed method is thoroughly explored and contrasted with existing studies in the literature. Finally, section 6 

describes the final result emphasizing the developed method. 

 

2. Related Works 

 

In this section, information about the current studies in the literature closest to the method proposed in our 

article for the detection of AD is given. 

Hemanth et al. proposed two new neural networks, Modified Counter Propagation Neural Network (MCPN) 

and Modified Kohonen Neural Network (MKNN), to achieve a high convergence rate and accuracy. Changes have 

been made to the training methodologies of traditional CPN and Kohonen networks for the design of these 

networks. They used a dataset of 540 MRI images to evaluate the performance of the proposed method. When the 

test results were examined, it was seen that the two proposed new methods, MKNN and MCPN, were 95% and 

98% accurate, respectively [16]. 

Liu et al. used Densenet as a model for the Alzheimer’s dataset, which consists of three classes. Softmax was 

employed as the classification layer in this investigation, and the accuracy rate was 88.9% [17]. 

Ahmed et al. used visual features from the hippocampal area, the region most affected by AD, to automatically 

classify AD from MRI images. Using Circulars Harmonic Functions from the hippocampal region, they extracted 

two types of features: visual local identifiers and the amount of BOS pixels in this area. In addition, a late fusion 

was used to achieve successful results. They used two datasets, ADNI and Bordeaux, to evaluate the effectiveness 

of their proposed method. In these two datasets, the accuracy values obtained for AD and Normal Control (NC) 

subjects are 87% and 85%. In the ADNI dataset, the accuracy values obtained for MCI vs. NC and MCI vs. AD 

were 78.22% and 72.23%, respectively, in subjects with Mild Cognitive Impairment (MCI) [18]. 

In this study, the gray matter section of T1-weighted MR images from cognitively normal older people with 

pathologically confirmed AD was classified using linear support vector machines [19]. 

In addition, Farooq et al. tested the performance of their proposed method for detecting AD with brain MRI 

images consisting of 4 classes. The researchers divided the MRI images in the dataset into 4 different groups in 

order to detect the disease more easily. They also applied some preprocessing to their data. Researchers used 

Googlenet, Resnet18, and Resnet152 architectures in their proposed method, and the highest accuracy rate was 

98.88% with GoogleNet architecture [20]. 

Jongkreangkrai et al. combined the hippocampus and amygdala volumes and entorhinal cortex thickness in 

their proposed method to diagnose AD. Hippocampus, amygdala, and entorhinal cortex thickness in both cerebral 

hemispheres were measured using T1-weighted MR images of 100 Alzheimer’s patients and 100 healthy 

individuals. Next, 5 different combinations of these features were used to compare the performance of the SVM 
algorithm for the classification of AD [21]. 
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Moradi et al. proposed a two-step method for estimating conversion from mild cognitive impairment to AD 

from MRI images. In the first step of the method, they performed a feature selection process for the selection of 

Alzheimer’s-related voxels in MRI images. They then used ML algorithms to predict the transition from mild 

cognitive impairment to AD [22]. 

In a different study, an automated-based method using 3D-CNN and SVM was proposed for AD. The 

researchers compared it with the 2D-CNN structure to test the effectiveness of the proposed method. An accuracy 

rate of 96.82% was obtained with this method for the automatic diagnosis of AD [23]. 

In a different study, the effect of measurements of cortical thickness on the detection of AD was investigated. 

For this purpose, the effectiveness of the suggested method was assessed on 19 patients and 17 healthy people 

[24]. 

Cheng et al. proposed a two-step Multi-Domain Transfer Learning method for AD. In the first step of the 

method, multi-domain transfer feature selection was made. In this step, the most relevant features for the diagnosis 

of AD were selected from the multi-domain data. In the second step of the method, they performed multi-domain 

transfer classification for the early diagnosis of AD. They evaluated the performance of their suggested technique 

using MRI images from 807 participants in the ADNI dataset [25]. 

Sarraf and Tofighi proposed a method using one of the CNN architectures, LeNet5, for AD using brain MRI. 

The accuracy value obtained with this method using cloud computing is 96.85% [26]. 

Billones et al. proposed a method using CNN for the detection of AD and MCI. In this method, they used 16-

layer VGGNet. They obtained an accuracy of 91.85% from their method, which they tested on 20 randomly 

selected MRI images from each subject [27]. 

Khagi and Kwon proposed a CNN-based model for the diagnosis of AD. The researchers used brain MRI and 

PET images, consisting of 3 classes of 122 images, to test the effectiveness of their proposed method. This CNN-

based method, which combines characteristic information, has an accuracy of 96% [28]. 

In a different study, a model combining sparse autoencoders and convolutional neural networks is proposed 

for the diagnosis of AD. In the proposed method, sparse autoencoders are first trained on randomly selected 3D 

brain MRI images. In this way, they learned filters for convolution operations. Then, a 3D CNN design was made 

with the learned filters [29]. Similarly, in a different study proposed for the diagnosis of AD, a 3D-CNN model 

that can learn AD-related features is proposed. This method is designed on a pre-trained 3D convolutional 

autoencoder. Researchers evaluated the effectiveness of the method in the ADNI and CADDementia datasets [30]. 

Alzheimer’s was diagnosed in another study using SVM, IVM, and RELM algorithms on a 2-class MRI 

dataset [31]. The RELM algorithm gave better results than other algorithms with a 76.61% accuracy rate using 10 

times cross-entropy. In this method proposed by Lama et al., the accuracy rates obtained with SVM and IVM 

algorithms are 75.33% and 60.2%, respectively. 

Hon and Khan, on the other hand, proposed a model for Alzheimer’s detection using VGG and Inception V4 

architectures. They initialized these architectures using pre-trained weights from large benchmark datasets. Image 

entropy is used instead of randomly selecting training slices. The experimental evaluation of the proposed method 

was made on the OASIS dataset and the Inception V4 architecture achieved 96.25% accuracy [32]. 

Oh et al. proposed a method using autoencoder and 3D-CNN to detect AD. In the proposed method, data 

preprocessing (reorganization, normalization, smoothing), segmentation, and feature extraction steps are 

performed respectively. The researchers tested the performance of their proposed method on the ADNI dataset and 

obtained an accuracy value of 84.5% [33]. 

In their study, Eroglu et al. proposed a hybrid architecture using MRI in Darknet53, InceptionV3, and 

Resnet101 models to classify different levels of AD. In the proposed architecture, Alzheimer’s brain MR images 

were classified with SVM and KNN classifiers, and they achieved 99.1% accuracy [34]. 

In comparison to other research in the literature, the hybrid model we proposed in this study produced better 

outcomes. The model we proposed allowed for the combination of various features of the same image by 

employing three different architectures as its foundation, extracting features, and merging these features. The 

developed model was then applied to create quicker and more successful results using the NCA approach. In order 

to determine which ML classifiers the proposed model would perform better in, three distinct classifiers were 

utilized. 

 
3. Materials and Methods 

 

This section describe the proposed hybrid model, analyzes the dataset of the study and Grad-CAM Heatmap 

visualization, the DL architectures used for feature extraction, and the NCA approach used for feature selection. 
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3.1. Proposed Hybrid Model 

 

A combination of the best 3 architectures DenseNet201, EfficientNet-B0 and AlexNet architectures from 10 

pre-trained CNN architectures was used for the proposed hybrid method. A total of 6400×3000 features were 

obtained, 1000 features from the FC layer of each architecture. In addition to the original dataset, feature extraction 

with these 3 architectures was also applied to the Grad-CAM visualization results that highlight the tissue features 

of each brain MR image. Then, this feature matrix with the size of 6400×6000 is reduced by the NCA feature 

selection method. While the feature numbers of the optimized features in this step remained the same, the total 

number of features was reduced to 400. Thus, the feature matrix of 6400×400 size, selected among the most ideal 

features, was classified separately in the ML classifiers KNN, Ensemble, and SVM. The workflow of this proposed 

hybrid model is illustrated in Fig 2. 

 

 
Figure 2. The flow chart of the proposed hybrid method 

 

Using the proposed hybrid model, AD was classified in 4-levels in KNN, Ensemble, and SVM classifiers, 

and these images were presented to the expert. 

 

3.2. Brain MRI Dataset Description 

 

The dataset consists of 6400 brain MRI images in total, which were evaluated in 4 different stages of AD: 

Non Demented, Very Mild Demented, Mild Demented, and Moderate Demented. Data was collected from various 

web sources, each with a verified tag. The dataset is a publicly available dataset divided into two subfolders, test 

and train [35]. In Table 1, the data numbers for each folder are listed. The images in the dataset are in .jpg format. 

Since they are 8-bit deep, the images have been converted to 24-bit. 

 

Table 1. Image counts of the brain MRI dataset 

 
Dataset Non Demented Very Mild Demented Mild Demented Moderate Demented Total 

Train 2560 1792 717 52 5121 

Test 640 448 179 12 1279 

Total 3200 2240 896 64 6400 
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Figure 3. Samples of the brain MRI dataset 

Fig 3 presents samples of the four classes in the dataset in groups of two. In the samples of the brain MRI 

dataset, atrophy of the temporal lobe of the brain and subarachnoid spaces are shown in groups of 2 at 4 stages 

with red arrows. 

 

3.3. Grad-CAM Visualization 

 

Grad-CAM is a well-liked method for displaying the search space of a CNN model. Grad-CAM can provide 

a unique visualization for each class that is present in the image because it is class-specific. Grad-CAM is the 

process of finding particular objects using a model that was trained using whole-image labels instead of explicit 

position annotations which can be used for weakly-supervised localization. Grad-CAM can be used to shed more 

light on a model’s shortcomings, such as the reasons why a model failed [36]. 

The class activation mapping (CAM) method has been generalized as Grad-CAM. The gradients of the 

classification score with respect to the finished convolutional feature map are used in the Grad-CAM 

interpretability technique. The portions of a picture that have a significant value on the Grad-CAM map are those 

that have the most effects on the network score for that class [37]. 

The pioneering innovations of Grad-CAM and the main advantages of using it for this study are listed as 

follows: 

• Based on a specified input image, a trained CNN, and a selected class of interest, Grad-CAM is a popular 

method for producing a class-specific Heatmap. 

• Grad-CAM can be computed on any CNN architecture as long as the layers are differentiable. 

• Weakly supervised segmentation and localization have both been accomplished using Grad-CAM. 

Deeper representations in a CNN are said to capture higher-level visual structures, according to a number of 

earlier works [38]. Grad-CAM assigns appropriate values to each neuron for a given decision of interest using the 

gradient data entering the last convolutional layer of the CNN [39]. Our method combines feature maps from 

several DL architectures with results from Grad-CAM in order to explain output layer decisions. 

According to task-specific computations of Grad-CAM as given in Eq. 1. First of all, the gradient of the score 

for the 𝑐 class must be calculated,  𝑦𝑐 (before the softmax), with respect to the feature map activations 𝐴𝑘  of a 

convolutional layer in order to create the class-discriminative localization map Grad-CAM 𝐿𝐺𝑟𝑎𝑑−𝐶𝐴𝑀
𝑐 ∈ R𝑢𝑥𝑣 of 

width 𝑢 and height 𝑣 for any class 𝑐, i.e. 
𝜕𝑦𝑐

𝜕𝐴𝑘
. These gradients flowing back are global-average-pooled throughout 

the width and height dimensions to produce the neuron significance weights 𝛼𝑘
𝑐 (indexed by 𝑖 and 𝑗, respectively): 

 

𝛼𝑘
𝑐 =        

1

𝑍
∑∑ 

𝑗

        

𝑖

⏞          
global average pooling

           
𝜕𝑦𝑐

𝜕𝐴𝑖𝑗
𝑘               

⏟          
  

gradients via backprop

 

(1) 

 

Up until the last convolution layer to which the gradients are being propagated, the actual computation for 

computing 𝛼𝑘
𝑐 while backpropagation gradients with respect to activations. Which consist of the weight matrices 

and gradient with regard to activation functions' successive matrix products. As a result, this weight 𝛼𝑘
𝑐 denotes a 

partial linearization of the deep network downstream from 𝐴 and captures the "importance" of feature map 𝑘 for a 

target class 𝑐. In Eq. 2 to get, we combine forwarding activation maps in a weighted manner with a ReLU. 

 

𝐿𝐺𝑟𝑎𝑑−𝐶𝐴𝑀
𝑐 = 𝑅𝑒𝐿𝑈  (∑𝛼𝑘

𝑐

𝑘

𝐴𝑘) 
⏟        

  

linear combination

 
(2) 
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In the final convolutional layers of GoogleNet, this produces a coarse Heatmap that is the same size as the 

convolutional feature maps. Since we are only interested in characteristics that positively affect the class of interest, 

we apply a ReLU to the linear combination of maps. i.e., pixels whose intensity should be increased to improve 

𝑦𝑐. Negative pixels are probably part of other image types. Localization maps frequently highlight classes other 

than the one intended and perform less well in terms of localization without this ReLU. In the samples of the brain 

MRI dataset, atrophy of the temporal lobe of the brain and subarachnoid spaces are shown in groups of 2 at 4 

stages within red and blue tones using Grad-CAM. 2 samples of 4 stages are shown in Fig 4. In general, a CNN 

image classification class score does not have to be 𝑦𝑐. Any distinguishable activation, such as words from a 

caption or a response to a query, is possible. The first group stage to the fourth group stage with red-blue coloration 

distinguishes the disease by temporal lobe atrophy and subsequent dilatations in the subarachnoid spaces. 

 

 
Figure 4. Samples from Grad-CAM results of brain MRI dataset 

 

3.4. Pre-trained CNN Architectures 

 
Table 2. Brain MRI dataset classification results (accuracy %) of 10 CNN architectures 

  
Models KNN Models Ensemble Models SVM 

DenseNet201 98.5 DenseNet201 98.3 EfficientNet-B0 94.5 

EfficientNet-B0 98.4 EfficientNet-B0 97.9 AlexNet 93.1 

AlexNet 97.9 MobileNetV2 97.2 DenseNet201 92.9 

MobileNetV2 97.9 AlexNet 97.1 ResNet101 90.3 

ShuffleNet 97.4 ShuffleNet 96.6 ShuffleNet 89.5 

VGG19 96.4 VGG19 96.0 MobileNetV2 89.3 

DarkNet53 96.3 DarkNet53 95.7 DarkNet53 88.7 

ResNet101 95.7 ResNet101 94.9 VGG19 88.0 

InceptionV3 94.0 InceptionV3 93.3 InceptionV3 86.3 

GoogleNet 91.0 GoogleNet 89.7 GoogleNet 83.2 

 
According to the order given in Table 2, DenseNet201 [40], EfficientNet-B0 [41], and AlexNet [42] 

architectures, which show high performance using KNN, Ensemble, and SVM classifiers, were preferred for 

feature concatenation. 

The underlying principle is to move the filters over the image to generate the features of the inputs. These 

filters applied to the inputs or to each convolution layer may differ in each model [43]. Eq. 3 is used to determine 

the size of the output image after the convolution layer’s image filtering. 

 

𝑜 = ((𝑖 − 𝑘) + 2𝑝)/𝑠 + 1 (3) 
 

here, 𝑜, 𝑖, and 𝑘 represent output, input, and filter size, respectively. 𝑝 and 𝑠 represent padding and step count, 

respectively.  The convolution operation is performed with Eq. 4. 

 

𝑆(𝑖, 𝑗) = (𝐼 ∗ 𝐾)(𝑖, 𝑗) =∑∑𝐼(𝑚, 𝑛)𝐾(𝑖 − 𝑚, 𝑗 − 𝑛)

𝑛𝑚

 
(4) 

 

here, 𝐼, 𝑆, and 𝐾 represent input, output, and kernel, respectively.  

The activation function is another component of CNN models. Here, many activation functions may be 

preferred. The following Eq. 5-7 provide the most popular activation functions [44]. 

 

𝑅𝑒𝐿𝑈: 𝑓(𝑥) = {
0, 𝑥 < 0
𝑥, 𝑥 ≥ 0

, 𝑓(𝑥)′ = {
0, 𝑥 < 0
1, 𝑥 ≥ 0

 
(5) 
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𝑆𝑖𝑔𝑚𝑜𝑖𝑑: 𝑓(𝑥) =
1

1 + 𝑒−𝑥
, 𝑓(𝑥)′ = 𝑓(𝑥)(1 − 𝑓(𝑥)) 

(6) 

  

𝑇𝑎𝑛ℎ: 𝑡𝑎𝑛ℎ(𝑥) =
2

1 + 𝑒−2𝑥
− 1, 𝑓(𝑥)′ = 1 − 𝑓(𝑥)2 

(7) 

Normalization is another feature of CNN models. The effectiveness of the architecture may be impacted by 

this procedure. Eq. 8-10 are described the normalizing procedure [45]. 

 

𝑌𝑖 =
𝑋𝑖 − 𝜇𝛽

√𝜎𝛽
2 + ϵ

 
(8) 

  

𝜎𝛽 =
1

𝑀
∑(𝑋𝑖 − 𝜇𝛽)

2

𝑀

𝑖=1

 

(9) 

  

𝜇𝛽 =
1

𝑀
∑𝑋𝑖

𝑀

𝑖=1

 

(10) 

 

here, 𝑌𝑖  is the value following normalization. 𝜎𝛽 is the standard deviation. 𝜇𝛽 represents the average value, 𝑀 

represents the number of input. 

 

3.5. NCA-Feature Selection 

 

The non-parametric method of NCA is used to select features. The main aim is to increase the accuracy of 

regression and classification algorithms’ predictions. The basic formulations of the algorithm are listed as follows; 

Assuming 𝑇 = {(𝑥1, 𝑦1), … , (𝑥𝑖, 𝑦𝑖),… , (𝑥𝑁 , 𝑦𝑁)} is the set of training samples, 𝑥𝑖  represents the d-

dimensional feature vector, 𝑦𝑖 ∈ {1, … , 𝐶} its associated class label, and N the number of instances. The purpose 

is to find a weighting vector 𝑤 that allows for feature subset selection and nearest neighbor classification 

optimization. The weighted distance between two samples 𝑥𝑖 and 𝑥𝑗 is expressed in terms of the weighting vector 

𝑤 as shown in Eq. 11: 

 

𝑑𝑤(𝑥𝑖 , 𝑥𝑗) =∑𝑤𝑟
2

𝑑

𝑟=1

|𝑥𝑖𝑟 − 𝑥𝑗𝑟|, 
(11) 

 

where 𝑤𝑟 denotes the weight of the rth feature. Optimizing its leave-one-out classification accuracy on the training 

set 𝑇 is a simple and efficient method for closest neighbor classification success. Since the actual leave-one-out 

accuracy used to select the nearest neighbor as a classification reference point is a non-differentiable function, a 

probability distribution is utilized as an efficient approximation. The probability that 𝑥𝑖 selects 𝑥𝑗 as its reference 

point is given by Eq. 12; 

 

𝑝𝑖𝑗 = {

𝜅 (𝑑𝑤(𝑥𝑖 , 𝑥𝑗))

∑ 𝜅 (𝑑𝑤(𝑥𝑖, 𝑥𝑘))𝑘≠𝑖
,    if 𝑖 ≠ 𝑗

                0,                      if 𝑖 = 𝑗

 

(12) 

 

The kernel width  𝜎 is an input parameter that controls the likelihood of specific points being chosen as the 

reference point when kernel function 𝜅(𝓏) = exp (−𝓏/𝜎)is applied. In specifically, only the query sample's 

closest neighbor can be chosen as its reference point, if 𝜎 → 0. While all the points aside from the question point 

have the same chance of getting chosen, if 𝜎 → +∞. According to the definition above, the likelihood that query 

point 𝑥𝑖 will be successfully categorized is given in Eq. 13: 
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𝑝𝑖 =∑𝑦𝑖 𝑗  𝑝𝑖 𝑗
𝑗

 (13) 

 

here 𝑦𝑖𝑗 = 1 if and only if 𝑦𝑖 = 𝑦𝑗  and otherwise 𝑦𝑖𝑗 = 0. Thus, the approximate leave-one-out classification 

accuracy is represented by Eq. 14: 

 

𝜉(𝑤) =
1

𝑁
∑𝑝𝑖
𝑖

=
1

𝑁
∑∑𝑦𝑖 𝑗  𝑝𝑖 𝑗

𝑗𝑖

 
(14) 

 
𝜉(𝑤) is represents the true genuine leave-one-out classification accuracy while 𝜎 → 0. We also include a 

regularization term to do feature selection and reduce overfitting, and as a result, we get the objective function 

shown in Eq. 15: 

 

𝜉(𝑤) =∑∑𝑦𝑖 𝑗  𝑝𝑖 𝑗
𝑗𝑖

− ƛ∑𝑤𝑟
2

𝑑

𝑟=1

 
(15) 

 
where the cross-validation method can be used to adjust the regularization parameter ƛ > 0. The coefficient 1/𝑁 

in Eq. 14 is ignored, as it just indicates that the parameter ƛ changes in accordance with the equation, leaving the 

final solution vector unchanged. The derivative with respect to 𝑤𝑟 of the object function 𝜉(𝑤) can be calculated 

in Eq. 16 because it is differentiable: 
 

𝜕𝜉(𝑤)

𝜕𝑤𝑟
=∑∑𝑦𝑖 𝑗 [

2

𝜎
  𝑝𝑖 𝑗 (∑ 𝑝𝑖 𝑘

𝑘≠𝑖

|𝑥𝑖 𝑟− 𝑥𝑘 𝑟| − |𝑥𝑖 𝑟− 𝑥𝑗 𝑟|)𝑤𝑟]
𝑗𝑖

− 2ƛ𝑤𝑟 

=
2

𝜎
 ∑( 𝑝𝑖∑ 𝑝𝑖 𝑘

𝑘≠𝑖

|𝑥𝑖 𝑟−𝑥𝑘 𝑟| −∑𝑦𝑖 𝑗  𝑝𝑖 𝑗
𝑗

|𝑥𝑖 𝑟− 𝑥𝑗 𝑟|)
𝑖

𝑤𝑟 − 2ƛ𝑤𝑟 

= 2(
1

𝜎
 ∑( 𝑝𝑖∑ 𝑝𝑖 𝑗

𝑗≠𝑖

|𝑥𝑖 𝑟−𝑥𝑗 𝑟| −∑𝑦𝑖 𝑗  𝑝𝑖 𝑗
𝑗

|𝑥𝑖 𝑟− 𝑥𝑗 𝑟|)

𝑖

− ƛ)𝑤𝑟 

 

 

 

 

 

 

 

 
(16) 

 

The relevant gradient ascent update equation can be acquired by using the aforementioned derivative. The 

suggested approach is known as NCA-FS [46]. It should be observed that we skipped the line search procedure in 

the iteration to determine the step length α. The evaluation of the goal function necessitates expensive calculation, 

which is the fundamental cause.  

 

4. Experimental Results 

 

The features obtained using DenseNet201, EfficientNet-B0 and AlexNet architectures were concatenated and 

classified by KNN, Ensemble and SVM ML algorithms. Moreover, in order to emphasize the contribution of Grad-

CAM visualization, which is a part of the proposed hybrid model, to the experimental results, the feature extraction 

classification results of the hybrid model without Grad-CAM are included. Finally, the experimental results, 

confusion matrices, and performance metrics obtained from the proposed hybrid model are given.  

 

Table 3. Parameter values used in training 

 
Environment Max Epoch Learning Rate Mini batch size Optimization 

Matlab R2021b 5 1e-4 32 Sgdm 

 
All applications were executed in MATLAB R2021b environment and on a machine includes a GTX 1080 

graphics card and 16 GB of RAM. In order to compare the outcomes reliably, the same parameters were applied 

during the training of these pre-trained deep architectures. The learning parameters are illustrated in Table 3. 
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Default values are used in these ML classifiers. CNN models convert different sizes of input images to a standard 

size. The input image sizes of DenseNet201, EfficientNet-B0, and AlexNet CNN architectures are 224×224, 

224×224, and 227×227, respectively. The dimensions of the input images of the architectures used were adjusted 

to the dimensions specified before the training. 

The initial value of the KNN classifier, which is one of the preferred classifiers in the study, is fine KNN. 

The number of neighbors is given as 1. The distance measure was chosen as Euclidean. The 5-fold is determined 

in the KNN algorithm. The Ensemble classifier is another algorithm used in the study. The kernel function of this 

classifier is a subset of KNN. Another classifier in the study is the SVM classifier. Cubic SVM is the kernel 

function. The core scale value is automatically selected and the cost matrix is the default. As in KNN, the 5-fold 

is also determined in SVM. In the confusion matrix, it represents the 1st class Non Demented stage, the 2nd class 

Very Mild Demented stage, the 3rd class Mild Demented stage, and the 4th class Moderate Demented stage. 

 

4.1. Performance metrics 

 

In this study, six different performance evaluation criteria are used to evaluate and compare the proposed 

method: accuracy, sensitivity, specificity, precision, F1-measure, and Matthews Correlation Coefficient (MCC). 

These TP, TN, FP, and FN metrics in Table 4 represent true positive, true negative, false positive, and false 

negative, respectively. 

 

Table 4. Statistical performance metrics of the CNN architectures 

 
 Predicted Class 

Positive Negative 

 

True 

Class 

Positive True Positive 

(TP) 

False Negative 

(FN) 

Negative False Positive 

(FP) 

True Negative 

(TN) 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
TP + TN

TP + TN+ FP + FN
 

(17) 

  

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
TP

TP + FN
 

(18) 

  

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
TN

TN + FP
 

(19) 

  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
TP

TP + FP
 

(20) 

 

𝐹1 −𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =
2 TP

(2 TP + FP + FN)
 

 

(21) 

  

𝑀𝐶𝐶 =
(TP ∗ TN) − (FP ∗ FN)

√((TP + FP) ∗ (TP + FN) ∗ (TN + FP) ∗ (TN + FN))
 

(22) 

 

4.2. DenseNet201 

 

The fc1000 layer of the DenseNet201 architecture was used to extract features from images in the Alzheimer’s 

brain MRI dataset. These obtained features were classified through KNN, Ensemble, and SVM algorithms. Table 

5 illustrates every confusion matrix produced by the classifier algorithms. 

Each of the KNN, Ensemble, and SVM algorithms separately classified the features extracted from the 

DenseNet201 model. The accuracy values obtained from the KNN, Ensemble, and SVM algorithms are 98.5%, 

98.3%, and 92.9%, respectively. When the results are examined, it is seen that the KNN algorithm is more 

successful than other algorithms in classifying the features extracted from the DenseNet201 model. The KNN 
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algorithms accurately predicted 3161 of 3200 Non Demented images, 2201 of 2240 Very Mild Demented images, 

878 of 896 Mild Demented images, and 62 of 64 Moderate Demented images. Thus, the DenseNet201 architecture 

predicted 6302 correctly and 98 incorrectly out of a total of 6400 images. In this architecture, although the accuracy 

value of the Ensemble classifier is more successful than the SVM classifier, these two architectures lagged behind 

the KNN classifier. 

 

Table 5. Confusion matrix obtained from DenseNet201, EfficientNet-B0, and AlexNet 

 
DenseNet201+KNN (98.5%) DenseNet201+Ensemble (98.3%) DenseNet201+SVM (92.9%) 

T
ru

e 
cl

as
s 1 3161 26 12 1 

T
ru

e 
cl

as
s 1 3160 27 12 1 

T
ru

e 
cl

as
s 1 3050 121 29  

2 30 2201 9  2 32 2197 11  2 161 2056 23  

3 3 14 878 1 3 5 15 875 1 3 37 65 794  

4 1 1  62 4 2 1  61 4 2 14 1 47 

 1 2 3 4  1 2 3 4  1 2 3 4 

 Predicted class  Predicted class  Predicted class 

EfficientNet+KNN (98.4%) EfficientNet+Ensemble (97.9%) EfficientNet+SVM (94.5%) 

T
ru

e 
cl

as
s 1 3150 45 5  

T
ru

e 
cl

as
s 1 3141 47 11 1 

T
ru

e 
cl

as
s 1 3077 113 9 1 

2 28 2203 9  2 37 2191 12  2 121 2101 18  

3 6 10 879 1 3 10 12 873 1 3 39 40 816 1 

4    64 4   1 63 4  7  57 

 1 2 3 4  1 2 3 4  1 2 3 4 

 Predicted class  Predicted class  Predicted class 

AlexNet+KNN (97.9%) AlexNet+Ensemble (97.1%) AlexNet+SVM (93.1%) 

T
ru

e 
cl

as
s 1 3146 44 9 1 

T
ru

e 
cl

as
s 1 3129 55 15 1 

T
ru

e 
cl

as
s 1 3057 123 20  

2 35 2192 12 1 2 48 2171 18 3 2 153 2064 23  

3 17 16 863  3 23 21 851 1 3 46 69 781  

4  1  63 4  1 1 62 4 2 5 1 56 

 1 2 3 4  1 2 3 4  1 2 3 4 

 Predicted class  Predicted class  Predicted class 

 

4.3. EfficientNet-B0 

 

The efficientnet-b0|model|dense|Matmul layer of the EfficientNet-B0 architecture was used to extract features 

from images in the Alzheimer’s brain MRI dataset. These obtained features were classified through KNN, 

Ensemble, and SVM algorithms. Table 5 illustrates every confusion matrix produced by the classifier algorithms. 

Each of the KNN, Ensemble, and SVM algorithms separately classified the features extracted from the 

EfficientNet-B0 model. The accuracy values obtained from the KNN, Ensemble, and SVM algorithms are 98.4%, 

97.9%, and 94.5%, respectively. When the results are examined, it is seen that the KNN algorithm is more 

successful than other algorithms in classifying the features extracted from the EfficientNet-B0 model. The KNN 

algorithms accurately predicted 3150 of 3200 Non Demented images, 2203 of 2240 Very Mild Demented images, 

879 of 896 Mild Demented images, and 64 of 64 Moderate Demented images. Thus, the EfficientNet-B0 

architecture predicted 6296 correctly and 104 incorrectly out of a total of 6400 images. In this architecture, 

although the accuracy value of the Ensemble classifier is more successful than the SVM classifier, these two 

architectures lagged behind the KNN classifier. 

 

4.4. AlexNet 

 

The fc8 layer of the AlexNet architecture was used to extract features from images in the Alzheimer’s brain 

MRI dataset. These obtained features were classified through KNN, Ensemble, and SVM algorithms. Table 5 

illustrates every confusion matrix produced by the classifier algorithms. 

Each of the KNN, Ensemble, and SVM algorithms separately classified the features extracted from the 

AlexNet model. The accuracy values obtained from the KNN, Ensemble, and SVM algorithms are97.9%, 97.1%, 

and 93.1%, respectively. When the results are examined, it is seen that the KNN algorithm is more successful than 

other algorithms in classifying the features extracted from the AlexNet model. The KNN algorithms accurately 

predicted 3146 of 3200 Non Demented images, 2192 of 2240 Very Mild Demented images, 863 of 896 Mild 

Demented images, and 63 of 64 Moderate Demented images. Thus, the AlexNet architecture predicted 6264 

correctly and 136 incorrectly out of a total of 6400 images. In this architecture, although the accuracy value of the 
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Ensemble classifier is more successful than the SVM classifier, these two architectures lagged behind the KNN 

classifier. 

 

4.5. Proposed NCA-Based Hybrid Model 

 

Features from DenseNet201, EfficientNet-B0, and AlexNet architectures are concatenated without Grad-

CAM. Thus, a feature matrix with a total size of 6400×3000 was produced. NCA feature selection was used to 

optimize this matrix and the matrix size was reduced to 6400×400. Then the reduced features were classified with 

KNN, Ensemble, and SVM classifiers. Table 6 shows the confusion matrices from this process obtained proposed 

hybrid model without Grad-CAM. Fig 5 shows best result AUC curves for each class of AD with the proposed 

hybrid model + KNN classifers. 

 
Table 6. Confusion matrix obtained from the proposed hybrid model 

 
Hybrid model+KNN (99.5%) Hybrid model+Ensemble(99.4%) Hybrid model+SVM (97.5%) 

T
ru

e 
cl

as
s 1 3193 4 2 1 

T
ru

e 
cl

as
s 1 3188 9 2 1 

T
ru

e 
cl

as
s 1 3155 34 11  

2 12 2226 2  2 12 2226 2  2 58 2173 9  

3 2 5 889  3 5 5 886  3 13 30 853  

4 1   63 4 1 1  62 4 2 5  57 

 1 2 3 4  1 2 3 4  1 2 3 4 

 Predicted class  Predicted class  Predicted class 

 

 
Figure 5. Hybrid model + KNN AUC curves of four class AD. 

 

In the proposed hybrid model, in addition to 6400×3000 features obtained from DenseNet201, EfficientNet-

B0, and AlexNet architectures, Grad-CAM visualization results obtained from each image of the dataset are given 

for feature extraction to these architectures. Thus, a total of 6400×6000 size feature matrix was created by adding 

the 6400×3000 size feature matrix obtained from Grad-CAM to the 6400×3000 size feature matrix obtained from 

the original dataset. To optimize this matrix, NCA feature selection was used again and the matrix size was reduced 

to 6400×400. Then the reduced features were classified with KNN, Ensemble, and SVM. Table 7 shows the 

confusion matrices from this process obtained proposed hybrid model using Grad-CAM. Fig 6 shows best result 

AUC curves for each class of AD with the proposed hybrid model + Ensemble classifers. 

 

Table 7. Confusion matrix obtained from the proposed hybrid model using Grad-CAM 

 
Hybrid model+Ensemble(99.83%) Hybrid model+KNN (99.7%) Hybrid model+SVM (97.5%) 

T
ru

e 
cl

as
s 1 3195 5   

T
ru

e 
cl

as
s 1 3191 8 1  

T
ru

e 
cl

as
s 1 3154 41 5  

2 4 2236   2 4 2234 2  2 62 2171 7  

3 2 1 893  3 1 1 894  3 22 20 854  

4    64 4    64 4  2 2 60 

 1 2 3 4  1 2 3 4  1 2 3 4 

 Predicted class  Predicted class  Predicted class 
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Figure 6. Hybrid model + Ensemble AUC curves of four class AD using Grad-CAM. 

 

When the experimental results in Table 6 are examined, the accuracy values obtained from the KNN, 

Ensemble, and SVM classifiers are 99.5%, 99.4%, and 97.5%, respectively. KNN classifier was more successful 

than Ensemble and SVM in this hybrid model made on the original dataset without Grad-CAM. This KNN 

classifier algorithm accurately predicted 3193 of 3200 Non Demented images, 2226 of 2240 Very Mild Demented 

images, 889 of 896 Mild Demented images, and 63 of 64 Moderate Demented images. Thus, the NCA-based 

hybrid model without Grad-CAM predicted 6371 correctly and 29 incorrectly out of a total of 6400 images. 

When the experimental results in Table 7 are examined, the accuracy values obtained from Ensemble, KNN, 

and SVM classifiers are 99.83%, 99.7%, and 97.5%, respectively. In this proposed hybrid model, implemented 

using Grad-CAM with the original dataset, the Ensemble classifier was more successful than KNN and SVM. This 

Ensemble classifier algorithm accurately predicted 3195 of 3200 Non Demented images, 2236 of 2240 Very Mild 

Demented images, 893 of 896 Mild Demented images, and 64 of 64 Moderate Demented images. Thus, the NCA-

based hybrid model with Grad-CAM predicted 6388 correctly and 12 incorrectly out of a total of 6400 images. 

The overall performance rate of the proposed hybrid model 99.83% accuracy, 99.88% sensitivity, 99.92% 

specificity, 99.83% precision, 99.85% F1-measure, and 99.78% MCC results using the Ensemble classifier for the 

4-class classification of AD. Table 8 provides an evaluation of the proposed hybrid model + Ensemble performance 

using Grad-CAM visualization. 

 

Table 8. The 4-class performance results of the proposed hybrid model + Grad-CAM + Ensemble(%) 

 
AD Stage Accuracy Sensitivity Specificity Precision F1 MCC 

 

Proposed hybrid 

model + Grad-CAM + 

Ensemble 

NonDemented 99.84 99.81 99.84 99.84 99.82 99.65 

VeryMildDemented 99.82 99.73 99.90 99.82 99.77 99.65 

MildDemented 99.66 1 99.94 99.66 99.83 99.80 

ModerateDemented 1 1 1 1 1 1 

Overall 99.83 99.88 99.92 99.83 99.85 99.78 

5. Discussion 

 

The neurodegenerative brain disorder AD gets worse over time. Increased Amyloid-β level causes oxidative 

damage in brain cells. In this case, the cognitive decline seen in AD has been associated with it. AD is highly 

correlated with the age factor and its incidence is higher in advancing ages. In the future, Alzheimer’s patient 

numbers are anticipated to rise, particularly in industrialized nations, as the percentage of elderly people in the 

population grows [47]. The prevention or delay of the disease’s progression, as well as the ease of the disease’s 

monitoring depend on an early diagnosis of Alzheimer’s. Imaging techniques are one of the most used ways to 

diagnose AD [48, 49]. Imaging techniques can also disable other factors of this disease. Specific findings on MRI 

are used to diagnose AD [50]. Although it is not used frequently today, there are many works using MR methods 

for the diagnosis and follow-up of AD. These are; Diffusion Tensor Imaging (DTI), functional MRI, and Magnetic 

Resonance Spectroscopy (MRS) [51-53]. In AD, brain MRI shows temporoparietal lobe atrophy predominantly in 

the mesial temporal region. With disease progression, more atrophy affects areas close to the temporal region. 

Mesial temporal lobe atrophy causes a reduction in the hippocampus and parahippocampus volume and 

enlargement of the parahippocampal fissure. Parietal atrophy occurs in the early stages of the disease. 

Today, artificial intelligence and machine learning techniques are used by many researchers in different 

subjects such as biomedical image processing, text, and voice analysis [54-56]. In this study, a method is proposed 
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to diagnose AD, which negatively affects the quality of life, according to the severity of dementia using 

Alzheimer’s MRIs. Early diagnosis of the disease may be delayed due to the difficulty of interpreting Alzheimer’s 

MRIs. These delays in the diagnosis of the disease cause delays in treatment as well as cause irreversible problems. 

In this study, AD was divided into 4 different classes using a ML-based model on brain MRI images. In the first 

step of the proposed method, feature extraction was performed from brain MRI images using DenseNet201, 

EfficientNet-B0, and AlexNet CNN architectures. Then, Grad-CAM visualization was applied to the entire AD 

MRI dataset, which clearly revealed the enlargement of the parahippocampal fissure due to the reduction in the 

volume of the hippocampus and parahippocampus. The same 3 CNN architectures were applied to the obtained 

Grad-CAM images for feature extraction. Next, all the features from these 3 different architectures applied to both 

the AD MRI dataset and the Grad-CAM visualization were combined. The NCA approach was used to optimize 

all of these combined features. Then, these concatenated features were classified by KNN, Ensemble, and SVM 

ML algorithms. When Table 9 is examined, it is seen that the method proposed in this study is the most successful. 

CNN architectures used in this hybrid model, which uses DL CNN and ML methods together, have achieved more 

successful results than other methods in the literature. 

 

Table 9. Accuracy (%) rates from different models 

 
Models / Classifiers KNN Ensemble SVM 

DenseNet201 98.5% 98.3% 92.9% 

EfficientNet-B0 98.4% 97.9% 94.5% 

AlexNet 97.9% 97.1% 93.1% 

Proposed hybrid method without Grad-CAM 99.5% 99.4% 97.5% 

Proposed hybrid method using Grad-CAM 99.7% 99.83% 97.5% 

 

Information on all available studies related to our study on AD are listed in Table 10. In Table 10, it is seen 

that the hybrid model proposed in this study gives higher results than other studies in the literature. According to 

the performance evaluation metrics in Table 4, the proposed model is an effective and usable method for AD 

diagnosis. Due to the disease’s significant morbidity, accurate diagnosis is crucial. Thanks to this study, 4-stages 

of AD were diagnosed with high success using AD brain MRI images. According to the experimental results 

obtained, this method will contribute to the medical literature. The limitations of the proposed method are the lack 

of clinical data from patients. 

 

Table 10. Comparison of similar studies in the literature 

 
Study Models/Methods Accuracy (%) Year 

Lama et. al [31] RELM 76.61 2017 

Ahmed et. al [18] SVM 78.22 2015 

Oh et. al  [33] CNN 84.5 2019 

Liu et. al [17] DenseNet 88.9 2020 

Klöppel et. al [19] SVM 89.2 2008 

Billones et. al [27] VGGNet 91.85 2016 

Hemanth et. al [16] MKNN, MCPN 95, 98 2014 

Khagi and Kwon [28] CNN 96 2020 

Hon and Khan [32] VGG, Inception V4 96.25 2017 

Feng et. al [23] CNN+SVM 96.82 2020 

Sarraf ve Tofighi [26] LeNet5 96.85 2016 

Farooq et. al [20] GoogLeNet+ResNet18+ResNet152 98.88 2017 

Eroglu et. al [34] Darknet53+InceptionV3+Resnet101 99.1 2022 

Odusami et. al [57] ResNet18 + DenseNet201 98.86 2022 

Razzak et. al [58] PartialNet 99.26 2022 

The proposed hybrid model 

without Grad-CAM 

Densenet201+EfficientNet+AlexNet 99.5 2022 

The proposed hybrid model 

using Grad-CAM 

Densenet201+EfficientNet+AlexNet 99.83 2022 
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6. Conclusion 

 

AD is a cause of dementia that is frequently seen in elderly individuals and negatively affects the families of 

the patients. Early diagnosis of Alzheimer’s not only prevents the progression of the disease but also plays an 

important role in increasing the quality of life of patients. This disease is very difficult to diagnose, as the pixel 

density and images are similar in brain MRI of different individuals. The method in this study was proposed to 

diagnose AD using four-stage brain MRIs. The proposed method is a hybrid model using Grad-CAM to classify 

brain MRIs. The accuracy value obtained in this hybrid method using Grad-CAM to diagnose AD is 99.83%. The 

results obtained in this study were compared with the results of different studies on the subject in the literature. 

According to the comparison results, the proposed method is quite successful. The success of the results obtained 

with the proposed method shows that this method can facilitate the diagnosis of AD by experts and can alleviate 

their workload in this regard. 
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