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 A lot of work has been done to prevent attacks from external sources and a great deal of 

success has been achieved. However, studies to detect internal attacks aren’t sufficient 

today. One of the most important studies for the detection of insider attacks is User and 

Entity Behavior Analysis (UEBA). In this letter, UEBA studies in the literature were 

reviewed and The Computer Emergency and Response Team Dataset was analyzed 

(CERT). For this purpose, preprocessing and feature extraction steps were applied on 

CERT datasets. Several log files combined with respect to user and for each user the 

number of activities in the specified time interval were obtained. The python code of 

these preprocessing and feature extraction steps were shared as open source in GitHub 

platform. In the final phase, future analysis was described and UEBA system planned to 

be designed was explained. 
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1. Introduction 

Many of the companies have started to carry out 

their vital business processes with digital systems 
thanks to developments in technology. They store all 

important information such as employee, marketing 

strategy, application info and project documents in 

the computer systems. These systems have been 
made very resistant to external attacks by using 

applications such as intrusion detection system 

(IDS). However, IDS like applications do not take 
precautions against insider attacks.  

Insider attacks represent the malicious action that 

performed by the employee of the organizations. 
These employees not only have authorization to 

access companies' own systems but also, they have 

authorization to access customers’ systems. 

Therefore, insider attacks are very dangerous for the 
companies. Especially large companies suffer from 
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insider attackers, and they try to control whole of 
their system using Security Information and Event 

Management (SIEM) solutions. SIEM solutions are 

the platform where all activities in a network are 
recorded and reported in real time. It is possible to 

make User and Entity Behavior Analysis (UEBA) 

with real-time data reported on SIEM platforms. 

UEBA is the best way to capture malicious action 
from insider employees. A UEBA integrated with 

SIEM systems is very helpful in early detection of 

internal attacks that are very dangerous for 
companies [1].  

To date, many studies have been conducted about 

attack prediction of SIEM and UEBA. Anumol 

proposed an intrusion prediction system (IPS), which 
is called open-source security information 

management (OSSIM), for SIEM framework to 

perform event analysis using data mining techniques 
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[2]. Laue et al. developed an open source SIEM 

framework within the GLACIER projects. This 
system does not require any licensing fees and it 

contains advance algorithms such as artificial 

intelligence, data collection and anomaly detection. It 

is also possible to monitor all event using powerful 
user interface [3]. Asanger and Hutchison applied k-

nearest neighbor algorithm on datasets that contain 

15 million Windows security events from various 
perspectives to show performance of unsupervised 

anomaly detection systems [4]. Goldstein et al. 

applied six different algorithms on the same dataset 
using sliding window technique and they showed that 

the best algorithm is global k-nearest neighbor 

algorithm [5]. Lukashin et al. proposed novel UEBA 

architecture that integrated to SIEM platforms, and 
they achieved the 97.49%, 47.71% and 54.40% 

accuracy, precision and recall respectively [6]. Tian 

et al. proposed long short-term memories (LSTM) for 
UBEA, and they applied multimodal based system on 

the CERT dataset. Their system achieved 97% 

accuracy, 98.84% true positive rate and 14.81% false 

positive rate [7]. Lee and Zincir-Heywood compared 
decision tree and self-organizing maps on CERT 

dataset, and they showed that self-organizing maps is 

better than the decision tree. In addition to this, they 
performed these analyses on both daily and weekly 

data and it is seen that weekly data is better than the 

daily data to detect anomalies [8]. Sharma et al. 

extracted activity-based feature from CERT dataset, 
and they proposed long short-term memories based 

autoencoder model. They achieved 90.17% accuracy, 

91.03% recall, 9.84% false positive rate and 90.15% 
true negative rate with proposed model [9]. Al-

Shehari and Alsowail compared logistic regression, 

decision tree, random forest, k-nearest neighbor and 
kernel support vector machines and they showed that 

the best method is logistic regression for CERT 

dataset. In addition to this they addressed the 

imbalance problem of this dataset, and they prosed 
solutions for it [10]. Dosh tried to show effect of 

feature selection algorithms on CERT dataset by 

using random forest, Naïve bayes, and nearest 
neighbor algorithm and he shows that feature 

selection algorithm does not work properly on CERT 

dataset [11].  Shashanka et al. collected network 

traffic data using Niara platform from Nov 2015 to 
Jan 2016 and 1.315.895.522 raw data were recorded. 

They proposed a singular value decomposition 

model, and they analyzed the UEBA from different 
perspective [12]. Carlsson and Nabhani generated 

dataset using amount of traffic sent, the timing of 

sending packets, direction of the traffic and ports. 

They applied six different machine learning models 

on this dataset, and they showed that k-nearest 

neighbor and random forest were achieved highest 
accuracy [13].  

Although UEBA has been studied in the literature 

by researchers, the application area has not reached 

the desired levels. Many events such as web site 
connections, temporary device usage, computer 

usage time, used applications or programs, email 

activities and file activities are needed to improve 
performance of insider attacker malicious activities 

prediction systems. However, logs of these activities 

are not shared publicly due to security and 
information privacy reasons. This lack of data affects 

the number of studies very much. The most common 

dataset for UEBA is The Computer Emergency and 

Response Team Dataset (CERT) that produced 
thanks to support of Carnegie Mellon University 

[14]. This dataset contains many raw data from 

device, email, file, http, and logon activities. In 
addition to this, Lightweight Directory Access 

Protocol (LDAP) information and result of OCEAN 

test are also included in these datasets. In the 

literature, most of UEBA have been done on this 
dataset, however many of them used different kind of 

feature extraction techniques. CERT dataset contains 

several files which contains raw event data. It takes a 
lot of effort to get this data ready for the feature 

extraction stage. None of the study in the literature 

has shared this process or dataset that is ready to 

extract feature. Because of this reason, CERT dataset 
preprocessed in this letter and these steps were 

explained. The python code of these process in 

shared in GitHub that is open-source web-based 
storage service for development projects [15]. In 

addition to this, future prospects of our team for 

UEBA and SIEM integrated anomaly detection 
systems were mentioned and the system we are 

considering designing and missing points of CERT 

datasets were argued. 

 

2. The Computer Emergency and Response 

Team Dataset 

CERT dataset is insider threat test datasets, which 

generated synthetically by The Computer Emergency 

and Response Team [16]. This dataset consists of 

daily activities from 1000 users for 500 days. Five 

different activity types, which are temporary device 

connection, incoming-outgoing email, file transfer, 

visited websites and computer usage, were tracked. 

Different files were generated for each activity types. 

In addition to this, monthly LDAP files from 

December 2009 to May 2011 with detailed personal 
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information and result of OCEAN personality test 

[17] for each user were shared. CERT dataset has 

different version and version 4.2 was used in this 

letter, because it contains the largest number of 

malicious actions.  Many actions in these datasets are 

standard actions and the Computer Emergency and 

Response Team determined three scenarios, which 

were listed below, to define malicious action. 

Therefore, they shared another three files which 

consist of the malicious actions. 

• User who did not previously use removable 

drives or work after hours begins logging in after 

hours, using a removable drive, and uploading 

data to wikileaks.org. Leaves the organization 

shortly thereafter. 

• User begins surfing job websites and soliciting 

employment from a competitor. Before leaving 

the company, they use a thumb drive (at 

markedly higher rates than their previous 

activity) to steal data. 

• System administrator becomes disgruntled. 

Downloads a keylogger and uses a thumb drive 

to transfer it to his supervisor's machine. The 

next day, he uses the collected keylogs to log in 

as his supervisor and send out an alarming mass 

email, causing panic in the organization. He 

leaves the organization immediately. 

Although version 4.2 of CERT dataset was used in 

this study, there were more recent version of it. This 

version was used, because it is more generalized 

version, and it is the version with highest number of 

samples belonging to malicious actions. Some of the 

other versions of CERT datasets contains five 

scenarios for malicious actions. However, these 

preprocessing steps can be applied on the other 

versions of CERT dataset with a few changes.  

3. Preprocessing on Cert Dataset 

Several feature extraction techniques such as daily, 
monthly and log-on-log-off based, were used on 

CERT dataset. It is seen that one of the best 

performances was achieved with log-on-log-off 
based. Thus, in this letter, session-based approach 

was applied during the feature engineering part. 

Generated action files in CERT dataset are action 

based and these actions are not separated with respect 
to user. For example, device file consists of 

temporary device connection for all users. However 

malicious action should be detected based on a user. 
Because of this reason, firstly an empty dictionary 

was created where each key of this dictionary 

represents employee of CERT dataset. Values of each 
key were consisting of employee’s action where each 

action has four attributes: action id, action date, 

action personal computer and action type. Device, 

email, file, http and logon files were processed 
separately, and actions of user were added to 

dictionary. Action types are connected or disconnect 

for device, log-on or log-off for logon, file transfer 
for file, incoming or outgoing email for email and 

web browser activities for http files. After this phase, 

all user activities are sorted by date in themselves. A 
comma separated values (csv) file was generated for 

each user where a file consists of all action of user 

that are ordered by date (the first activity is shown 

first). As a result of these process a total of 32770222 
activities were extracted and 1000 csv file was 

generated. Table 1 shows the number of events per 

activity types. 
 

Table 1 Number of Events Per Activity Types 

File 
Name 

Activity Type 
Number 
of Event 

logon 
Logon 470591 

Logoff 384268 

device 
Connect 203339 

Disconnect 202041 

email 
Incoming our Outgoing 

Email 
2629979 

file 
File Transfer to Temporary 

Device 
445581 

http Browser Activity 28434423 

 

As can be seen in the table 1, the most frequent 

activity is browser activity, and the least frequent 

activity is device connect or disconnect. In CERT 
dataset, also there is answer files which contains the 

list of all malicious events. These files are separated 

according to the scenarios. 30, 30 and 12 employees 
committed malicious activity for scenario 1, 2 and 3 

respectively. Total number of malicious events are 

345 for scenario 1, 6765 for scenario 2 and 213 for 

scenario 3. 
In this letter samples are generated with respect to 

sessions; thus, it is assumed that an activity sample is 

all events between a log on and a log off. Thus, for 
each user all events between a log on and log off were 

combined. As mentioned in earlier stage, malicious 

activities were based on event. In a sample, some 

events may be malicious while the others not. Thus, 
it is assumed that, if any of events during session was 

malicious, that session labeled as anomaly.  As a 

result of this process, 384269 samples were generated 
where 69 of them were anomaly according to 
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scenario 1, 693 of them were anomaly according to 

scenario 2, 33 of them were anomaly according to 
scenario 3 and 383474 of them were normal 

behavior. As can be seen from the number of 

samples, the CERT dataset has imbalance problem. 

This problem can be mitigated by combing all 
scenarios in one class which is anomaly. However, in 

anomaly detection systems scenarios were also 

important, because some scenarios may be more 
dangerous than the others. As can be seen from the 

literature review conducted throughout the letter, 

imbalance problem is not only problem for CERT 
dataset, but also it is one of the main problems in 

anomaly detection systems. Thus, the malicious 

actions were not combined in one class. However, in 

the future they can be combined easily. In this way, 
the effect of imbalance problem on the performance 

of anomaly detection systems also be analyzed using 

our preprocessed dataset. 
Two types of values, which were numerical and 

action sequence based, were generated for each 

sample. In action sequence-based values all action 

during the session were collected in chronological 
order. In some samples, session duration was too low 

(for example signed out immediately after signing in) 

and some sessions had only logon or logoff (Action 
may not be caught due to some processes such as 

SIEM connection error). These types of data were not 

eliminated because it is thought that they can be also 

used in further process while feature extraction. For 
example, the combination of sessions also be a 

malicious event. Some time series model using 

regression or long short-term memories algorithm 
can be proposed to make anomaly detection system 

more complicated. 

Numerical values were computed according to the 
information package of dataset and literature reviews 

[3], [9], [14], [16]. Firstly, actions are divided into 

two categories that are during the working hours and 

during the work of hours. For this purpose, it is 
assumed that working hours were between the 8:00 

a.m. and 7:00 p.m. and also it is assumed that only 

weekdays are working hours. Using these 
information, session duration in work on, session 

duration in work off, number of email during the 

work on, number of email during the work off, 

number of file activity during the work on, number of 
file activity during the work off, number of browser 

activity during the work on, number of browser 

activity during the work off, number of temporary 
device activity during the work on and number of 

temporary device activity during the work off were 

computed for each sample. At the end of the this, 

process action sequence based, and numerical values 

are concatenated and team information, role 

information, openness value, conscientiousness 
value, extraversion value, agreeableness value and 

neuroticism value for employee were added to each 

sample. The python code of this preprocess steps was 

shared in GitHub platform [15]. Figure 1 summarizes 
the step of preprocessing. The python codes of the 

systems and the functions were developed with 

respect to these steps. 

 

Figure 1 Summary of Preprocessing Steps. 

 

4. Conclusions and Future Prospects 

In this letter, importance of SIEM systems and 

UEBA were mentioned and some studies about 
anomaly detection on SIEM systems and effect of 

UEBA to detect insider malicious action were 

reviewed. Because of the security reason, data 
collected from SIEM systems are not shared publicly, 

thus designing an insider attack detection system is 

hard to research. In the literature, the most common 

used dataset is CERT [14] for UEBA. There are many 
studies that developed a machine learning algorithm 

on CERT dataset, however they did not share their 

preprocessing steps publicly. In this letter, CERT log 
files were preprocessed and a file, which is ready to 

extract feature, generated. It is also possible to use 

this file without feature extraction to design UEBA 

system.  
In the future work, firstly several machine learning 

algorithms will be proposed using preprocessed 

dataset. For this context, multi class and binary class 
prediction systems will be developed separately. In 

multi class prediction systems each malicious actions 

that are generated using three scenarios will be 
predicted separately. In binary class prediction 

systems, actions will be labeled as malicious or not 

malicious. For this purpose, malicious actions 
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generated using three scenarios will be assigned to 

insider attack. In addition to this, several feature 
extraction techniques will be applied to action 

sequence-based values to extract different kind of 

features. The effect of features will be analyzed 

thanks to this stage. 
Deep learning techniques are more effective than 

the traditional machine learning algorithms in many 

problems including UEBA, especially if the number 
samples are large [9], [19]– [23]. Thus, instead of 

using only traditional methods, deep learning 

approaches will also be proposed. Different kind of 
layers such as convolutional neural networks, long 

short-term memories and graph convolutional 

networks will be used to generate deep models. In 

this model user, role or department-based approaches 
will be used. Samples will be grouped with respect to 

approaches and separate input layers will be 

generated for each of them. At the final phase all 
layers will be concatenated for classification layer.  

In the final phase, we are planning to develop 

anomaly detection systems that is integrated to SIEM 

platforms. One of the most important modules of this 
system will be detection of insider attackers. As 

mentioned before, CERT dataset is the most common 

used dataset to detect insider attackers. It is very 
comprehensive dataset. Because it generated 

synthetically, it has some shortcomings. The first 

shortcoming is number of scenarios are not enough 

to cover some malicious event for large companies. 
Anomaly actions in version 4.2 of CERT dataset 

were produced using three different scenarios, 

however in real world applications there are many 
several scenarios. Thus, we are planning to collect 

new data that consist of more real-world scenarios. 

For this context, we will collect data from our 
employees, which is more than 700, using our SIEM 

platform. The second shortcoming is CERT dataset 

does not consist of some information from real world 

applications. The most important one is it does not 
collect connection information such as remote 

desktop or secure shell (SSH). In our example, these 

deficiencies will be identified, and data collected 
through extensive research. The other shortcoming is 

because CERT dataset generated synthetically some 

information in features are not real. For example, 

many connect of websites in the http request files are 
generated randomly (They are not real website). 

However, this information is crucial for anomaly 

detection, and it is vital to have real data. In addition 
to this, visited web site depends on location. For these 

reasons, frequently used websites will be identified 

and categorized for Türkiye.  

It is thought that it can be done in different studies 

from the malicious action detection problem using 

these data. The first important analysis is identifying 
employees who will be fired using the visited web 

site information. The other important analysis is 

revealing work performance using visited website 

and log-on and log-off information.  
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