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 In this study, NOx emission has been estimated by processing the flame image of visible 

wavelength and its experimental verification has been presented. The experimental study 

has been performed by using a domestic coal boiler with a capacity of 85000 Kcal / h. 

The real NOx value has been measured from a flue gas analyzer device. The flame image 

has been taken by CCD camera from the observation hole on the side of the burner. The 

data set which is related to instantaneous combustion performance and flame images was 

recorded simultaneously on the same computer with time stamps once a second. The 

color flame image has been transformed into a gray scale. Features have been extracted 

from the gray image of flame. The features are extracted by using the cumulative 

projection vectors of row and column matrices. ANN regression model has been used as 

the learning model. The relationship between flame image and NOx emission has been 

obtained with the accuracy of R = 0.9522. Highly accurate measurement results show 

that the proposed NOx prediction model can be used in combustion monitor and control 

systems.        
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1. Introduction 

As a reliable and low-cost fossil fuel, coal is a 

strategic energy source in terms of energy security for 

the very country. Coal stands out as being the safest 

fossil fuel in terms of obtaining, storing, transporting 

and using. For this reason, coal is widely used both 

in domestic areas and industrial areas such as thermal 

power plants, glass, steel and cement industries. On 

the other hand, emission values of coal combustion 

systems are constantly being discussed due to 

environmental concerns. According to the World 

Energy Outlook 2017 [1] report published by IEA, it 

is stated that in 2016, 9.5 billion tons of CO2 (carbon 
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dioxide) was emitted from coal-fired thermal power 

plants to the atmosphere. This rate corresponds to 

approximately 70% of the emission released from the 

conversion sector [2]. When we use coal in power 

plants, sulfur dioxide (SO2), particulate matter and 

nitrogen oxides (NOx) are released into the 

atmosphere. Therefore, measurement and control of 

the emission values stand out as an important and 

daily issue in order to increase efficiency in coal 

burning systems and to reduce their negative effects 

on the environment. 
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1.1. Motivation 

 In practice, emission values are traditionally made 

by flue gas analysis devices[3].  Recently, as an 

alternative method, measurement systems containing 

artificial intelligence based on flame image have been 

used [4]–[8]. Measurement mechanisms that make 

emission estimation by processing flame images are 

both cheaper systems and lower operating costs 

compared to their counterparts. In addition, dead time 

in control systems makes the controller design process 

extremely difficult [9]–[11]. Since the system created 

with flame images quickly  reflect the combustion 

conditions, they constitute an important advantage that 

greatly minimizes the dead time in closed loop control 

systems [12], [13]. In particular, this feature provides a 

significant advantage from the control design 

perspective.  These advantages offered by flame 

image-based measurement systems motivate engineers 

to design a more effective, flame image-based 

emission measurement system with higher accuracy. 

 

1.2. Related Works 

Emission estimation via CCD (Charge-Coupled 

Device) cameras is more advantageous systems 

compared to flue gas analyzer devices because they 

are inexpensive systems and do not require 

consumables. The use of computer vision systems in 

the industry is increasing day by day [14]–[18]. In 

general, there are three types of application 

performed by processing the flame image. The first 

is monitoring and controlling of the combustion 

process in burners  [19]–[23], the second is 

estimation of the emission resulting from the 

combustion [24]–[27] and the last one is estimation 

of the temperature of the combustion chamber [28]–

[30]. In addition to these types of applications, there 

are different studies. For example, coal type can be 

classified with the image of the flame [28]. In NOx 

emission prediction system performed with CCD 

cameras, available in some studies with color space 

of HSI (Hue, Saturation, Intensity) [25] as well as in 

color space of RGB (Red Green Blue) [24]. In a 

combustion process, there are many factors affecting 

NOx emissions. These factors have different effects 

on NOx emissions. To find the appropriate formula 

or mathematical model to predict the NOx emission 

from the coal boiler is very difficult. But, it is 

possible to estimate NOx emission using image 

processing techniques and ANN regression model 

[24]. Because ANNs are very good at modeling the 

complex phenomena. It has been reported in [25] that 

there is a relationship between 30-65 bars and the 

emission level of NOx in the tone level histogram in 

the HSI color space. In studies which uses CCD 

cameras, radial energy emitted from the flame was 

used frequently to extract features from the image of 

flame [27], [31], [32]. In these studies, the Radial 

Energy Signal (RES) is calculated with the gray 

image of flame. A good study on combustor control 

with flame image is given in [31]. Here, NOx 

emission and thermal efficiency are optimized with 

the radiant energy signal obtained from the flame 

image [31]. [19] and [33] have made a nice 

contribution to those studying flame characterization 

by digital image processing on industrial scale 

burners. In the studies which are performed with 

colored flame images, the image is generally 

converted to gray level in order to reduce the 

dimension (to reduce the calculation load) and the 

feature is obtained from the gray level image [19], 

[20], [22], [31]. Similarly, there are studies with only 

one color (blue) channel [34] or only the tone 

component of the color image [25]. Flue gas analyzer 

is used in flue gas emission studies [35] and there are 

studies in which the concentration of radicals formed 

as a result of combustion is determined by 

spectroscopic imaging [26], [27], [36], [37][27], [36]. 

CCD cameras are preferred in emission estimation 

because they are both common and cheap [24], [25], 

[38]. When the studies mentioned above are 

subjected to a general evaluation, it is concluded that 

the subject of estimating the combustion emission 

values from the flame image is a current-trend field 

of study. The methods used in studies [22], [25], 

which came to the fore especially in NOx estimation, 

have been a significant result of the literature search. 

   

1.3. Contribution 

There are some challenging problems with 

studies of imaging the combustion chamber. Some of 

these are the large data size of the flame images and 

the problems of determining the meaningful features 

expressing the burning from these images. The 

operations to solve these problems increase the 

computational complexity. In addition, optimizing 

the appropriate modeling technique to reveal the 

relationship between the features obtained from the 
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flame image and the combustion process is another 

dimension of the problem. In this study, a new 

regression model is presented that reveals the 

relationship between flame image and NOx emission. 

The proposed model includes image processing 

techniques and artificial neural network elements. 

For emission estimation, the features are extracted 

out by using the flame image converted to gray level.  

Position dependent feature vectors are used to 

express the burning process better. For this purpose, 

cumulative projection vectors of row and column 

matrices are used to obtain the features. These simple 

and effective features are ideal for evaluating the 

flame in terms of brightness and volume.  Using 

position dependent features also provides 

information about the homogeneity of the flame. The 

study performed in comparison with the NOx 

emission estimation methods [22], [25] that stand out 

in the literature, reveals the efficiency of the 

proposed estimation model. 

 

 

 

1.4. Outline of the Paper 

In the next Section, data collection process is 

explained. In Section 3, feature extraction from flame 

images is explained. In the Section 4, ANN model is 

designed. In Section 5, experimental results are 

presented in comparison with the methods mentioned 

in the literature. Eventually, the final section 

discusses experimental results. Also, clues about 

future studies have been given. 

 

2. Data Collection  

The experimental study has been carried out with 

a domestic burner system with a capacity of 85,000 

kcal/h. Nut coal has been used as fuel in the 

experimental study. The schematic representation of 

the system is given in Figure 1. The system is 

constructed with a 10 cm diameter circular viewing 

window on the side of the burner. Combustion has 

been monitored by a CCD camera placed behind this 

window. 

 

 
Figure 1 Schema of the burner system  
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Figure 2 Combustion conditions; (a) 𝑁𝑂𝑥 emissions; (b) excess air coefficient; (c) flue gas temperature 

The combustion conditions at the time of obtaining 

experimental data are given in Figure 2. In order to 

illustrate all possible combustion conditions in the 

experimental composition, the combustion conditions 

have been adjusted to be in a wide range. 

Different forms of expressions of a colored flame image 

obtained from the combustion chamber are given in Figure 

3.   

 

 
Figure 3 A flame image; (a) RGB and (b) HSI color spaces, (c) intensity (I), (d) saturation(S) and (e) hue (H) 

components 

 

In this study, the gray level of the flame image in RGB 

color space has been used. The burning process has been 

monitored for 63 minutes by recording a single image per 

second at 1200 × 1200 resolution via a CCD camera. In 

addition, the NOx measurement value per second has been 

taken from the flue gas emission device synchronously 

with the flame images. The region of interest has been 

chosen so that the flame image is 1160 × 1160 pixels in 

size.  The flame image obtained from the camera and the 

NOx value obtained from the flue gas analyzer have been 

recorded on the same computer with time labels. In this 

way, 3780 NOx measurement values and flame images 

have been collected simultaneously during the experiment. 

In cases when it was not possible to obtain data from the 

camera or analyzer, the relevant data acquired at his time 

period have not been taken into consideration.  The NOx 
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emission data obtained from the flue gas analyzer have 

been used as reference data in the training and testing 

stages of the model. 

 

3. Feature Extraction 

The main factors affecting NOx emissions in coal 

combustor systems are given below [39]. 

• Average temperature in the combustion 

chamber. 

• Homogeneity of temperature in the 

combustion chamber. 

• Gas residence time in high temperature zone. 

• Air excess coefficient and property of coal. 

There is a relationship between the flame image 

and the factors affecting NOx emissions  [17], [24], 

[27]. Therefore, the relationship between flame 

image and NOx emission can be revealed by image 

processing and machine learning techniques.  In this 

study, cumulative horizontal and vertical projection 

vectors are used to extract attributes from the flame 

image. 

 

3.1. Horizontal-Vertical   Projection Vectors 

 

Cumulative horizontal and vertical projection 

vectors can be calculated as in Equation 1-2. Here  

𝐼𝑚×𝑛 is the gray level image of the flame. 

𝑋𝑐𝑠𝑢𝑚
𝑘 = ∑ ∑ 𝐼𝑖𝑗 ,n

i=1
k
j=1  1 ≤ 𝑘 ≤ 𝑚          (1) 

𝑌𝑐𝑠𝑢𝑚
𝑡 = ∑ ∑ 𝐼𝑖𝑗

𝑚
j=1

t
i=1  , 1 ≤ 𝑡 ≤ 𝑛       (2) 

𝑋𝑐𝑠𝑢𝑚
𝑘  and 𝑌𝑐𝑠𝑢𝑚

𝑡  have been used together for 

training of the proposed system. Features and density 

information of the flame image were obtained 

depending on the location. Not only does density 

information represent the flame characteristic, but 

also includes positional information, expressing the 

combustion process better. 

 

3.2. Relationship Between Hue Level and 

Combustion 

 

Color HSI image consists of three components 

such as brightness, hue, and saturation. The 

conversion process from RGB color space to HSI 

color space is expressed using Equation 3-4. 

 

r =
𝑅

𝑅+𝐺+𝐵
, g =

𝐺

𝑅+𝐺+𝐵
, b =

𝐵

𝑅+𝐺+𝐵
          (3) 

h = 𝑐𝑜𝑠−1 (
0.5∗((𝑟−𝑔)+(𝑟−𝑏))

((𝑟−𝑔)2+(𝑟−𝑏)+(𝑔−𝑏))
1

2⁄
)         (4) 

Here, if 𝑏 ≤ 𝑔 𝑡ℎ𝑒𝑛 h ∈  [0, 𝜋] 

h = 2𝜋 − 𝑐𝑜𝑠−1 (
0.5∗((𝑟−𝑔)+(𝑟−𝑏))

√(𝑟−𝑔)2+(𝑟−𝑏)+(𝑔−𝑏)
 )    (5) 

Here, if 𝑏 > 𝑔 𝑡ℎ𝑒𝑛 h ∈  [𝜋, 2𝜋], 

𝑠 = 1 − 3 ∗ min(𝑟, 𝑔, 𝑏) ;  𝑠 ∈  [0,1]         (6) 

𝐼 =
𝑅+𝐺+𝐵 

3∗255
;  𝐼 ∈  [0,1].                     (7) 

 

In [25], it has been reported that with the tone level 

of the flame, the light field can represent the 

dominant wavelength. Also, with regard to a 

luminous substance, it has been stated that there is a 

relationship between wavelength and tone level [40]. 

This relationship can be expressed as in Equation 8. 

W =
W𝑚𝑎𝑥−W𝑚𝑖𝑛

2𝑑  𝐻𝑢𝑒 + W𝑚𝑎𝑥            (8) 

In this equation, W is the wavelength and d is the 

bit depth of the image. Wmax and Wmin values are 

700nm and 400nm respectively. For normal images d 

= 8. Light undergoes radical luminescence with 

substances such as OH, CH, CO2, NO2, CO and 

H2O.  

 

4. Artificial Neural Networks 

ANNs are mathematical machine learning models 

inspired by the biological behavior of nerve cells in 

the human body and the structure of the brain. In this 

study, a multi-layer perceptron (MLP) approach 

consisting of at least three layers called input, latent 

and output layer is used to estimate NOx emission. 

During the training phase, the features gathered from 

the flame images constitute the input and the NOx 

emission measured with the analyzer is used as the 

desired output. Coefficients of ANN are optimized 

according to the inputs and the output. A part of the 

data set is used for verification during the training 

phase. In the last stage, the rest of the data set is used 

to test the performance of the model. The rate of the 

data set used for training, testing and verification is 

given in Table 1. In the ANN regression model, the 

number of neurons in the hidden layer was taken as 

8. 
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Figure 4. Block diagram of the proposed measurement system 

 
Table 1. Separation of data in percentages for training, testing and validation 

 All Training Validation Test 

Data Rate %100 %70 %15 %15 

Data number 3780 2646 567 567 

In general, the initial weights are randomly 

selected in ANN and the weights are optimized by 

minimizing the cost function given in equation 9. 

𝐽(𝜃) =
1

2𝑁
∑ (ℎ𝜃(𝑥(𝑖)) − 𝑦(𝑖))

2𝑁
𝑖=1         (9) 

Many training algorithms for ANN have been 

reported in the practice. The appropriate training 

algorithm varies according to many factors. Factors 

such as the complexity of the problem, the number of 

data points in the training set, the weight in the 

network and the number of biases determine the 

selection of the training algorithm.  In the next 

section, the effects of different learning algorithms on 

the accuracy of the regression model have been also 

speculated.  

 

4.1. Performance Metrics for Regression Model 

 

Root mean square error (RMSE) and correlation 

coefficient (R) criteria were used to reveal the 

regression performance obtained during the training, 

validation and testing phases. R and RMSE values 

are defined by expressions given in Equations 10 and 

11, respectively. 

RMSE = [
1

𝑁
∑ (Di − D̃i)

2N
i=1 ]

1
2⁄
           (10) 

R =  [1 −
∑ (Di−D̃i)

2N
i=1

∑ (Di−D̅)2N
i=1

]
1/2

                 (11) 

Here, Di  and  D̅  values represent the individual 

NOx emission value and the average of all Di  values, 

respectively. In addition, D̃i   represents the NOx 

emission value calculated as a result of ANN 

regression model. 

 

5. Experimental Results 

With the designed system, the NOx value 

measured by the flue gas analyzer has been regressed 

with the ANN model using the flame image. The 

NOx value obtained from the flue gas analyzer has 

been taken as a reference value in the proposed 

system and used in the training and testing phase.  

The results obtained for comparison have been run 

ten times for all models. The results presented in 

Table 2 are the average values of these 10 runs. In 

order to demonstrate the performance of the proposed 

feature extraction method better, the results of other 

feature extraction methods presented for NOx 

emission in the literature with the same data set and 

the same ANN architecture are comparatively given 

in Table 2. Training all the proposed methods for the 

same model and parameters in the same data set 

provided objective results in terms of comparing the 
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effectiveness of the methods. Accordingly, the 

proposed ANN regression model estimated the NOx 

emission with at least R = 0.9522 accuracy. The 

results obtained as a result of the experimental study 

revealed the effectiveness of the proposed feature 

extraction method. 

While comparing the results, the results of four 

ANN learning models (LM, BFG, CGF and SCG) are 

given for proposed feature extraction method and 

other methods. Considering the results obtained, LM 

(Levenberg-Marquardt) method gave better results 

despite the high memory requirement. BFG (BFGS 

Quasi-Newton), CGF (Fletcher-Powell, Conjugate 

Gradient) and SCG (Scaled Conjugate Gradient) 

methods have been performed faster than LM. 

However, accuracy is not at the desired level in these 

methods. Although [25] reported a direct relationship 

between NOx emission and the tone histogram [30-

65] bars, the relation in this study became clear 

between the bar bars of the histogram [0-85]. 16 

cameras have been used in [22] given in Table 2. The 

feature extraction method presented in [22] is 

presented for a single camera with the data in this 

study. 

 

Table 2 Proposed method and other methods’ result for same data set and ANN architecture 

 Features Training Algorithm RMSE R 

P
ro

p
o

se
d

 

𝑋𝑐𝑠𝑢𝑚
 , 𝑌𝑐𝑠𝑢𝑚

  LM 59,566 0,952 

𝑋𝑐𝑠𝑢𝑚
 , 𝑌𝑐𝑠𝑢𝑚

  BFG 99,896 0,863 

𝑋𝑐𝑠𝑢𝑚
 , 𝑌𝑐𝑠𝑢𝑚

  CGF 94,072 0,879 

𝑋𝑐𝑠𝑢𝑚
 , 𝑌𝑐𝑠𝑢𝑚

  SCG 95,941 0,874 

O
th

er
s 

Histogram (0-85) [25]  LM 91,581 0,886 

Histogram (30-65)[25]  LM 121,544 0,789 

Histogram (0-85) [25] BFG 121,916 0,787 

Histogram (30-65) [25] BFG 143,506 0,687 

Histogram (0-85) [25] CGF 120,741 0,789 

Histogram (30-65) [25] CGF 145,904 0,672 

Histogram (0-85) [25] SCG 116,810 0,805 

Histogram (30-65) [25] SCG 142,704 0,691 

𝜇 [22] LM 176,640 0,451 

𝜇 [22]  BFG 177,876 0,438 

𝜇 [22]  CGF 178,668 0,430 

𝜇 [22]  SCG 178,187 0,435 

In Figure 5, the NOx values produced by using of 

flame images with the proposed measurement system 

and the NOx values obtained from the flue gas 

analyzer are given. It is seen from this picture that the 

proposed measurement system is capable of 

estimating NOx emissions with at least 95% accuracy 

in all combustion conditions. 

 
Figure 5  Performance of the proposed model 

6. Conclusion 

In this study, a new measurement system is 

proposed for the problem of estimating NOx 

emission from the flame image in the coal 

combustion process. When the obtained results are 

evaluated, the NOx estimation system established 

with the proposed method gives more successful 

results than other methods reported in the literature.  

Since CCD cameras are both cheap and common, the 

measurement structure presented in this study is 

advantageous in terms of cost. It also provides an 

option that minimizes the time delay in establishing 

closed loop combustion control systems. Within the 

scope of this domestic scale study, the proposed 

system can be extended for emission estimation in the 

industry. For future emission estimation studies, both 

the feature extraction phase and the learning models’ 

phase are open to development. 
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