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Abstract: Satellite tracking control system is mechanism that redirects the parabolic antenna to the chosen 

satellite automatically. It perfectly tracks the satellite as it spins across the sky in its orbit. To maintain a 

continuous communication signal throughout multiple satellite tracking missions, the tracking process must be 

fast and smooth, with minimal deviations from the target position. Various controller models have been 

presented over time to address the problem of antenna positioning in satellite systems and to track moveable 

targets using servomechanism. The purpose of this study is to describe and debate a satellite tracking control 

system based on a DC servo motor. Particle Swarm Optimization (PSO), Gravitational Search Algorithm with 

Particle Swarm Optimization (GSA-PSO) and Eagle Strategy with Particle Swarm Optimization (ES-PSO) 

techniques are proposed for optimal tuning of Proportional-Integral-Derivative (PID), Fractional Order PID 

(FOPID), Variable Coefficient PID (V-PID) and Variable Coefficient Fractional Order PID (V-FOPID) 

controllers that applied in satellite tracking control system. For optimal controllers based on optimization 

techniques, the dynamic performance indices based objective functions are used to compute the performance 

index. Furthermore, Self-Tuning Fuzzy FOPID (STF-FOPID) is proposed for satellite tracking control system. 

The system's response is analyzed, and the outcomes of various control strategies are measured and compared 

to others. The obtained results implies that V-FOPID controller tuned using ES-PSO can precisely trace the 

desired position with the fastest settling time and free overshoot when compared to other control strategies.  

 

Keywords: Satellite Tracking, Position Control, Nonlinear Controller, Evolutionary Optimization Techniques. 

 
 

1. Introduction 

 

As a result of developments in satellite technology, satellites have many applications in the current 

world in the following areas: meteorology, weather forecasting, communications, radio and TV 

broadcast, navigation, military and space exploration [1]. Receiving and transmitting systems are 

mounted on a fixed station or mobile station such as a ship, train, car or aircraft. For multiple missions 

satellite ground station, in order to ensure continuous communication signals, antenna system must 

be steered in both the azimuth and elevation angles to trace the target satellite. An earth station's 

tracking system presented in Figure 1, is necessary to perform some jobs involving satellite 

acquisition, manual tracking, and automatic tracking. For several years DC servo motor-based 

controllers have been applied in closed loop control systems to position satellite dishes [1]. Various 

control models have been presented over time to address the problem of antenna positioning in 

satellite systems and to track moveable targets using servomechanism [2,3]. The suggested 

controller's goal is to ensure that the system meets the appropriate requirements regarding overshoot, 

rise time, settling time and steady-state error while retaining the system's high stability, also, at the 

same time, providing the system with capacity to reject any disturbance and noise [4]. Optimal 

controllers based on evolutionary optimization approaches are suggested in order to design and 
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perform a two degree of freedom (2DOF) control system to stabilize the azimuth and the elevation 

angles of the satellite tracking control system. 

 

In this paper, Particle Swarm Optimization (PSO) [5], Gravitational Search Algorithm with Particle 

Swarm Optimization (GSA-PSO) [6], and Eagle Strategy with Particle Swarm Optimization (ES-

PSO) [7], are proposed for optimal tuning of Proportional-Integral-Derivative (PID), Fractional Order 

PID (FOPID), Variable Coefficient PID (V-PID) and Variable Coefficient Fractional Order PID (V-

FOPID) controllers in satellite tracking control system. Furthermore, Self-Tuning Fuzzy FOPID 

(STF-FOPID) utilized for satellite tracking control system." 

 

2. Satellite Tracking Control System 

 

For multiple missions satellite ground station, the same earth station keeps track of Low Earth Orbit 

(LEO), Medium Earth Orbit (MEO), High Earth Orbit (HEO) and Geostationary Orbit (GEO) by 

modifying the azimuth and elevation angles and employing the appropriate sending/receiving 

frequency bandwidth. It’s significant to note that earth station movements to follow satellite 

applicable to LEO, MEO, and HEO satellites. In the case of GEO satellites, the control methods are 

frequently utilized only once in order to automatically direct antenna in state performing the process 

manually.  

 

 
 

Figure 1. Ground station's tracking control system 

 

Several control methods have been suggested to achieve proper control of the azimuth/elevation 

angles. The proposed control strategy greatly enhances the system's response by eradicating 

overshoot, steady-state error as well diminishing rising time and setting time. The tracking control 

system of earth station depicted in Figure 1 is used to trace desired satellite across both azimuth and 

elevation angles. The summer has two inputs: one for desired azimuth/elevation positions and one for 

the current position of the azimuth/elevation motors which is measured by feedback sensors. The 

position error signal is the difference between these two inputs, and it is delivered to the controller. 

The error signal is received by the controller, and the corresponding output signal is generated. As a 
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result, depending on the sign of the error signal, the controller output is given to the motor driver, 

which develops a corresponding output to rotate the proper motor in either direction. When the 

intended position is reached, the error signal drops to zero and then the motors stop. 

 

3. Satellite Earth Station Tracking System 

 

Satellite earth station tracking system includes several parts such as: armature-controlled DC servo 

motor system, mathematical model of satellite tracking system and data of satellite tracking system. 

 

3.1. DC Servo Motor System 

 

The DC servo motor is a torque transducer which converts electrical power into mechanical power. 

Servo motors are automatic devices which control position or speed in closed-loop control systems. 

The three more prevalent speed control approaches for DC servo motors are field resistance control, 

armature voltage control and armature resistance control. We will concentrate on the armature voltage 

control method since servo motors are less susceptible to variations in field current. Figure 2 

demonstrates typical model of servo motor system with gear system [9,10,11].  
 

 
 

Figure 2. Typical model of DC servo motor system with gear system 

 

3.1.1. Modeling of DC Servo Motor System 

 

Applying Kirchhoff's voltage law to armature loop of an armature voltage control DC motor which 

is displayed in Figure 2: 

 

𝑉𝑎(t) = 𝑅𝑎𝐼𝑎(𝑡) + 𝐿𝑎

𝑑 𝐼𝑎(𝑡)

𝑑𝑡
+ 𝐸𝑏(𝑡) 

 

(1) 

𝐸𝑏: back electromotive force computed using Eqs. (2): 

 

𝐸𝑏 = 𝐾𝑏

𝑑𝜃

𝑑𝑡
= 𝐾𝑏𝜔(t) 

 

(2) 

Motor torque equation presented by Eq. (3): 

 

𝑇𝑚 = 𝐾𝑡  𝐼𝑎(𝑡) (3) 
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Based on the concept that the produced torque must be equal and opposing torques owing to friction, 

inertia and load at any instant of time, Eq. (4) is determined. 

 

𝑇𝑚(𝑡) = 𝑇𝐹(𝑡) + 𝐵𝑒𝑞𝜔(t) + 𝑇𝐿(𝑡) +  𝐽𝑒𝑞

𝑑𝜔(t)

𝑑𝑡
 (4) 

where: 

 𝐽𝑒𝑞 =  𝐽𝑚 +  (
𝑁1

𝑁2
)

2

 𝐽𝐿 (5) 

𝐵𝑒𝑞 =  𝐵𝑚 +  (
𝑁1

𝑁2
)

2

 𝐵𝐿 (6) 

Let 𝑇𝑑(𝑡) as in Eq. (7), to get Eq. (8): 

 

𝑇𝑑(𝑡) = 𝑇𝐹(𝑡) +  𝑇𝐿(𝑡) (7) 

𝑇𝑚(𝑡) = 𝑇𝑑(𝑡) + 𝐵𝑒𝑞𝜔(t) +  𝐽𝑒𝑞

𝑑𝜔(t)

𝑑𝑡
 

 

(8) 

When Laplace transformation is performed to both sides of the fundamental equations of the DC 

servo motor model Eqs. (1), (2), (3) and (8), the following results are obtained: 

 

  𝑉𝑎 (s) −  𝐸𝑏 (s) = (𝐿𝑎 𝑆 + 𝑅𝑎) 𝐼𝑎(𝑠) (9) 

  𝐸𝑏 = 𝐾𝑏𝜔(s) (10) 

  𝑇𝑚 = 𝐾𝑡  𝐼𝑎(𝑠) (11) 

  𝑇𝑚 − 𝑇𝑑 (s) = (𝐽𝑒𝑞 s + 𝐵𝑒𝑞 s) 𝜔(s) (12) 

  𝑇𝑚 − 𝑇𝑑 (s) = (𝐽𝑒𝑞 𝑠2 + 𝐵𝑒𝑞 s) 𝜃(s) (13) 

  𝐾𝑡  𝐼𝑎(𝑠)−𝑇𝑑 (s) = (𝐽𝑒𝑞 𝑠2 + 𝐵𝑒𝑞  s) 𝜃(s) (14) 

 𝐾𝑡 (
𝑉𝑎 (𝑠)− 𝐸𝑏 (𝑠)

𝐿𝑎 s+𝑅𝑎
) − 𝑇𝑑 (s) = (𝐽𝑒𝑞 𝑠2 + 𝐵𝑒𝑞 s) 𝜃(s) (15) 

 

3.1.2. Block Diagram of DC Servo System  

 

Figure 3 depicts model of open loop DC servo motor system. 
 

 
 

Figure 3. Block diagram model of DC servo motor system with load 

 

3.1.3. Modeling of Satellite Tracking Control System 

 

Schematic diagram of a system for adjusting the azimuth (or elevation) position of a satellite tracking 

antenna is shown in Fig. 4. The overall system is made up of five subsystems: controller, power 
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amplifier, motor and load, gear system and feedback position sensor. Each subsystem has a unique 

transfer function [12].  
 

 

 
 

Fig. 4. Block diagram for controlling the azimuth or elevation angles 

 

3.1.4. Data of Tracking Satellite System 

 

Table 1 displays satellite earth station tracking system's parameters and variables. The AKM82T 

servo motor from Kollmorgen has been selected [13]. 

 

Table 1. Parameters and variables of tracking satellite system 
 

Symbol Description Value 

𝑽𝒂 Motor armature input voltage 0 to 640 VDC  

𝑹𝒂  Motor armature resistance 0.092 ohm 

𝑳𝒂 Motor armature inductance 2.73 mH 

𝑰𝒂 Motor armature current  

𝑲𝒃 Back EMF constant of motor  1.6 Vs/rad 

𝑬𝒃 Back electromotive force  V 

𝑲𝒕 Torque constant of motor  1.6 Nm/A 

𝑱𝒎 Moment of inertia of motor 1.72 kg.m2 

𝑱𝑳 Moment of inertia of load 827 kg.m2 

𝑩𝒎 Viscous friction coefficient of motor 0.35 Nms. /rad 

𝑩𝑳 Viscous friction coefficient of load  1.5 Nms. /rad 

𝑱𝒆𝒒   Equivalent moment of inertia 1.72 Nms. /rad 

𝑩𝒆𝒒  Equivalent viscous coefficient 0.35 Nms. /rad 

𝑻𝑳 Torque due to load static frication 2.3 Nm. 

𝑻𝑭 Torque due to motor static frication 1.7 Nm. 

𝑲𝟏 Power amplifier Gain  100 

𝒂 Power amplifier pole.  100 

𝑲𝒈  Gearbox ratio  0.002777 

𝑵𝟏 Gear teeth1 5 

𝑵𝟐 Gear teeth2 1800 

𝑲𝒑𝒔 Position sensor gain 1 

𝝎𝒎 , 𝝎 Motor/load shaft angular velocity  

𝜽 Motor shaft angular position   

𝜽𝒐 Load shaft angular position  
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4. Control Strategies 

 

This section discusses numerous control techniques used in satellite position control issues, such as 

PID, V-PID, FOPID, STF-FOPID and V-FOPID. 

 

4.1. Conventional PID Controller 

 

PID controllers were applied in numerous control systems due to its easy design, dependable 

performance and relatively inexpensive cost [14]. The composition of a PID controller is depicted in 

Figure 5, which contains proportional (𝐾𝑃), integral (𝐾𝐼) and derivative (𝐾𝐷) gains. The objective of 

proportional control is to reduce rising and settling times, whereas the role of integral control is to 

erase the system's steady-state error. The derivative control is frequently applied to enhance closed-

loop system's transient response. The PID controller's expressions are listed below [15]: 
 

Eq. (16) presents standard PID controller's output U(t): 

 

𝑈(𝑡) = 𝐾𝑃𝑒(𝑡) + 𝐾𝐼 ∫ 𝑒(𝑡) + 𝐾𝐷  (
𝑁  

𝑑𝑒(𝑡)
𝑑𝑡

𝑑𝑒(𝑡)
𝑑𝑡

+  𝑁
)   

𝑡

0

 (16) 

 

where N is derivative filter coefficients used as tunning parameters to improve the system 

performance and increased control flexibility in construction of PID controllers. 
 

Eq. (17) shows transfer function of PID controller: 

 

𝐺𝑃𝐼𝐷(𝑆) = 𝐾𝑃 + 𝐾𝐼  
1

𝑆
+ 𝐾𝐷 (

𝑁𝑆

𝑆 + 𝑁
) 

 

(17) 

 
 

Figure 5. Structure of PID controller 

 

 

4.2. Fractional Order PID Controller 

 

In 1999, Igor Podlubny developed Fractional Order PID controller labeled by (𝑃𝐼𝜆𝐷𝜇) [16]. The 

FOPID controller is designed based on fractional order calculus. In a comparison to PID controller, 

FOPID controller depicted in Figure 6 is s differentiated by two extra control parameters in which the 

 

𝑲𝑷 

𝑵 

𝑲𝑰 

𝑲𝑫 

𝑼(𝒕) 𝒆(𝒕) 𝟏
𝑺  

𝟏
𝑺  

_ 

+ 
+ 

+ 
+ 

-
-
- 

-
-
- 

+ 

+ 

+ 



ECJSE 2023 (2) 326-348 Satellite Tracking Control System … 
 

332 

orders of the integral part 𝜆 and derivative part 𝜇 are non-integer. With addition of two degrees of 

freedom, FOPID gives increased control flexibility in construction of PID controllers and allows for 

better adaptation of the control system's dynamics [17]. The controller's integral and differential links 

are drastically impacted by 𝜆 and 𝜇 . The 𝜆 and 𝜇 ranges are determined by depending on the system's 

order. 𝜆 significantly effects on system's steady state precision and settling time, whereas 𝜇 drastically 

influences closed loop system's overshoot and stability. 

 

 
 

Figure 6. Structure of FOPID controller 

 

The FOPID controller's expressions are listed below: 
 

Output of  (𝑃𝐼𝜆𝐷𝜇) controller is provided by Eq. (18): 

 

𝑈(𝑡) = 𝐾𝑃𝑒(𝑡) + 𝐾𝐼𝐷𝑡
−𝜆𝑒(𝑡) + 𝐾𝐷𝐷𝑡

𝜇
𝑒(𝑡) (18) 

 

FOPID's transfer function is also denoted by Eq. (19): 

 

𝐺𝐹𝑂𝑃𝐼𝐷(𝑆) = 𝐾𝑃 + 𝐾𝐼𝑠−𝜆 + 𝐾𝐷𝑠𝜇 
 

(19) 

4.3. Self-Tuning Fuzzy FOPID Controller 

 

Self-Tuning Fuzzy FOPID (STF-FOPID) controller represented in Figure 7 is an enhanced version 

of FOPID that is an amalgamation of fuzzy control theory and the FOPID controller. In comparison 

to FOPID, STF-FOPID is a more robust controller that does not vary its response to disturbance 

release and has a less settling time and lower overshoot. STF-FOPID is an adaptive controller that 

can automatically tune FOPID controller parameters online as well as deal with unknown dynamics 

and non-linearity in system to achieve required response [15]. 

 

In the proposed control approach, the ‘Mamdani-type’ fuzzy logic control utilizes the error (e) and 

the rate of the change of error (de/dt) as inputs and compute three outputs 𝐾𝑃, 𝐾𝐼 and 𝐾𝐷. The dual 

inputs and three outputs are well-defined using fuzzy sets, and each fuzzy set defined by seven fuzzy 

subsets {NB, NM, NS, ZO, PS, PM, PB}. The seven subsets are defined by generalized bell 

membership function and referring to negative big, negative medium, negative small, zero, positive 

small, positive medium, positive big, respectively. Further, 𝜆 and  𝜇 values adjusted manually. Fuzzy 

rules are employed to fire outputs are displayed in Table 2, Table 3 and Table 4 [18,19]. 
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Figure 7. Structure of (STF-FOPID) controller 

 

 

Table 2. Fuzzy rules of 𝐾𝑃 
 

 e de NB NM NS ZO PS PM PB 

NB PB PB PM PM PS ZO ZO 

NM PB PB PM PS PS ZO NS 

NS PM PM PM PS ZO NS NS 

ZO PM PM PS ZO NS NM NM 

PS PS PS ZO NS NS NM NM 

PM PS ZO NS NM NM NM NB 

PB ZO ZO NM NM NM NB NB 
 

 

Table 3. Fuzzy rules of 𝐾𝐼 
 

 e  de NB NM NS ZO PS PM PB 

NB NB NB NM NM NS ZO ZO 

NM NB NB NM NS NS ZO ZO 

NS NB NM NS NS ZO PS PS 

ZO NM NM NS ZO PS PM PM 

PS NM NS ZO PS PS PM PB 

PM ZO ZO PS PS PM PB PB 

PB ZO ZO PS PM PM PB PB 
 

 

Table 4. Fuzzy rules of 𝐾𝐷 
 

 e de NB NM NS ZO PS PM PB 

NB PS NS NB NB NB NM PS 

NM PS NS NB NM NM NS ZO 

NS ZO NS NM NM NS NS ZO 

ZO ZO NS NS NS NS NS ZO 

PS ZO ZO ZO ZO ZO ZO ZO 

PM PB NS PS PS PS PS PB 

PB PB PM PM PM PS PS PB 
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4.4. Variable Coefficient PID Controller  
 

Variable coefficient PID controller (V-PID), known as non-linear PID controller, is distinguished by 

variable coefficient gains denoted by 𝐾𝑃
′ , 𝐾𝐼

′ and 𝐾𝐷
′  . These gains are determined by current error 

values. As a result, the values of 𝐾𝑃
′ , 𝐾𝐼

′ and 𝐾𝐷
′  gains vary as a function of system error [20].  

 
 

 
 

Figure 8. Structure of V-PID controller 

 

The V-PID controller demonstrated in Figure 8 enhances the transient state while maintaining the 

steady-state response unaffected. This can can be performed by replacing constant gains of classical 

PID controller with variables gains. The expressions of V-PID are listed below [15]: 
 

Eq. (20) defines the output of the variable PID controller:  

 

𝑈(𝑡) = 𝐾𝑃
′ 𝑒(𝑡) + 𝐾𝐼

′ ∫ 𝑒(𝑡) + 𝐾𝐷
′ (

𝑁  
𝑑𝑒(𝑡)

𝑑𝑡
𝑑𝑒(𝑡)

𝑑𝑡
+  𝑁

)

𝑡

0

 (20) 

 

Eq. (21) also gives the V-PID's transfer function: 

 

𝐺𝑉−𝑃𝐼𝐷(𝑆) = 𝐾𝑃
′ + 𝐾𝐼

′  
1

𝑆
+ 𝐾𝐷

′ (
𝑁𝑆

𝑆 + 𝑁
) 

 

(21) 

 

Where N is derivative filter coefficients used as tunning parameters to improve system performance. 

Eqs. (22), (23) and (24) define variable coefficients 𝐾𝑃
′ , 𝐾𝐼

′ and 𝐾𝐷
′  of V-PID controller as follow: 

 

  𝐾𝑃
′ = 𝑐1|𝑒(𝑡)| + 𝑐2 (22) 

  𝐾𝐼
′ = 𝑐3|𝑒(𝑡)| + 𝑐4 (23) 

  𝐾𝐷
′ = 𝑐5|𝑒(𝑡)| + 𝑐6 

 

(24) 

where |𝑒(𝑡)| system's absolute error, also 𝑐1 through 𝑐6 and 𝑁 are new tuning parameters. 
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4.5. Variable Coefficient FOPID Controller 

 

The FOPID controller described in Eqs. (18) and (19) is distinguished by constant coefficient that are 

proportional gain 𝐾𝑃, integral gain 𝐾𝐼 and derivative gain 𝐾𝐷. Regardless of system error, these 

parameters maintain the same value throughout the whole operation. As a consequence, it is futile to 

attempt to separate transient and steady-state responses independently. The V-FOPID is demonstrated 

by Eqs. (25) and (26) is differentiated by variable coefficient gains symbolized by 𝐾𝑃
′ , 𝐾𝐼

′ and 𝐾𝐷
′  is 

commonly known as a non-linear FOPID controller. The V-FOPID controller is capable of improving 

the transient state while preserving the steady-state response unaltered. These gains values are 

dependent on the current values of the system's exact error. As a result, the controller's gains vary in 

relation to the system's exact error.  

 
 

 
 

Figure 9. Structure of (V-FOPID) controller 

 

These variable coefficients 𝐾𝑃
′ , 𝐾𝐼

′ and 𝐾𝐷
′  are defined as in the Eqs. (22), (23) and (24). This novel 

V-FOPID technique allows to enhance system’s responses in both transient and steady-state 

conditions. In addition to providing far more freedom in constructing FOPID controllers, it also 

allows to fine-tune dynamics of control system [20]. Expressions of the V-FOPID controller shown 

in Figure 9 are stated below [15]: 
 

The V-FOPID controller's output is described by Eq. (25). 

 

𝑈(𝑡) = 𝐾𝑃
′ 𝑒(𝑡) + 𝐾𝐼

′𝐷𝑡
−𝜆𝑒(𝑡) + 𝐾𝐷

′ 𝐷𝑡
𝜇

𝑒(𝑡) (25) 

 

The V-FOPID controller's transfer function is represented by Eq. (26) as follows: 

 

𝐺𝑉−𝐹𝑂𝑃𝐼𝐷(𝑆) = 𝐾𝑃
′ + 𝐾𝐼

′𝑠−𝜆 + 𝐾𝐷
′ 𝑠𝜇 (26) 

 
5. Evolutionary Optimization Techniques 

 

Many evolutionary methods have been reported by various researchers for optimizing PID controller 

parameters in a wide range of applications. In this research, Particle Swarm Optimization (PSO) [5], 
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Gravitational Search Algorithm with Particle Swarm Optimization (GSA-PSO) [6], and Eagle 

Strategy with Particle Swarm Optimization (ES-PSO) [7] are considered for optimal tuning of PID, 

FOPID and V-FOPID controllers in satellite control system. Performance index is calculated using 

dynamic performance indices based objective functions [8]. The fundamentals of these suggested 

performance index and evolutionary algorithms are demonstrated as follows: 

 

5.1. Formulation of Objective Function 

 

The most essential step in optimum controller design is selecting the most appropriate objective 

function. Time domain objective functions are divided into two main categories: Integral based 

objective functions and dynamic performance indices based objective functions [8].For controller 

optimal design this study employed dynamic performance indices based objective function  (𝐽).  Also, 

it known as multi objective function given by Eq. (27), [15]. 

 
 

𝐽 = ∫ 𝛿1|𝑒(𝑡)|
∞

0
𝑑𝑡 + 𝛿2 ∗ 𝑂𝑆% + 𝛿3 ∗ (𝑡𝑠 − 𝑡𝑟) (27) 

 

where   0.1 ≤ 𝛿1, 𝛿2, 𝛿3 ≤ 0.5 

 

(28) 

𝛿1,  𝛿2, 𝛿3   are weighting factors used to set the significance of performance criteria to others. 

Let: 

𝛿1 = 0.3,       𝛿2 = 0.5,        𝛿3 = 0.2 

 

(29) 

where: 

 

 

5.2. Particle Swarm Optimization (PSO) 

 

Particle Swarm Optimization (PSO) is a modern meta-heuristic population-based stochastic 

optimization technique that was initially developed by Kennedy and Eberhart in 1995 [5]. It utilizes 

evolutionary search to find near optimum or optimum solutions. PSO is evolutionary-based search 

process in which particles position and velocity are initialized in a uniform random manner 

throughout the search space. During every iteration, each particle changes its position (X) based on 

both its own experience (𝑃𝑏𝑒𝑠𝑡), and experience of global neighborhood particles (𝐺𝑏𝑒𝑠𝑡). In PSO, 

each particle is linked to and can learn from every other particle in the swarm [21]. Velocity and 

position of each particle in the swarm updated using Eqs. (30) and (31) as follows: 

 
 

  𝑉𝑖
(𝐼𝑡𝑒𝑟+1)

 =  α ∗ 𝑉𝑖
(𝐼𝑡𝑒𝑟)

+ 𝐶1𝑟1 (𝑃𝑏𝑒𝑠𝑡𝑖
(𝐼𝑡𝑒𝑟)

− 𝑋𝑖
(𝐼𝑡𝑒𝑟)

) + 𝐶2𝑟2 (𝐺𝑏𝑒𝑠𝑡𝑖
(𝐼𝑡𝑒𝑟)

− 𝑋𝑖
(𝐼𝑡𝑒𝑟)

) (30) 

  𝑋𝑖
(𝐼𝑡𝑒𝑟+1)

= 𝑋𝑖
(𝐼𝑡𝑒𝑟)

+ 𝑉𝑖
(𝐼𝑡𝑒𝑟+1)

 (31) 
 

where: 

𝑛 : Number of particles in swarm (𝑖 =1: n). 

𝐼𝑡𝑒𝑟 : Iteration number. 

𝑉𝑖
(𝐼𝑡𝑒𝑟)

 : Velocity of particle 𝑖 at current iteration. 

𝑋𝑖
(𝐼𝑡𝑒𝑟)

 : Position of particle 𝑖 at current iteration. 

𝑃𝑏𝑒𝑠𝑡𝑖
(𝐼𝑡𝑒𝑟)

 : Personal best position of particle 𝑖 at current iteration. 

𝐺𝑏𝑒𝑠𝑡𝑖
(𝐼𝑡𝑒𝑟)

 : Global best position in the swarm at current iteration. 

α : Inertia weight factor within the range [0,1]. 

𝐶1 , 𝐶2 : Acceleration coefficients usually are equal 2. 

𝑒(𝑡) : Error signal in time domain 𝑂𝑆% : Overshoot percentage 

𝑡𝑟 : Rise time 𝑡𝑠 : Settling time 
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𝑟1 , 𝑟2 : Random numbers within the range [0,1]. 

𝑉𝑖
(𝐼𝑡𝑒𝑟+1)

 : Updated velocity of particle (𝑖) at next iteration. 

𝑋𝑖
(𝐼𝑡𝑒𝑟+1)

 : Updated position of particle (𝑖) at next iteration. 

 

5.3. Gravitational Search Algorithm with Particle Swarm Optimization  

 
A novel hybrid population-based algorithm is established by combining Particle Swarm Optimization 

(PSO) with Gravitational Search Algorithm (GSA) which is called Gravitational Search Algorithm 

with Particle Swarm Optimization (GSA-PSO) [6]. The primary concept behind GSA-PSO is to 

combine the PSO's global search 𝐺𝑏𝑒𝑠𝑡 with the GSA's local search capability. Agents near optimal 

solution attempt to attract additional agents exploring the search space. When all agents do seem to 

be relatively close to the optimal solution, they start moving extremely slowly. In this scenario, 𝐺𝑏𝑒𝑠𝑡 

greatly helps them to explore searching area globally. The GSA-PSO uses memory 𝐺𝑏𝑒𝑠𝑡 to keep the 

best solution identified thus far, making it accessible at all times for every agent, [6]. The abilities of 

global search and local search are adjusted by altering weighting factors 𝐶1
′  and 𝐶2

′ . To combine these 

two algorithms together, Eq. (40) is proposed [6,15]. 

 
5.3.1. Working Mechanism of GSA-PSO 

 
GSA-PSO algorithm described in the steps listed below [6,15]: 

 
Step 1. Load System Parameters 

 

Import objective function, parameters of antenna system, initial condition and parameters limits. 

 
Step 2. Generate Initial Population 

 

Consider a system containing ‘n’ agents. Initially, all agents in the search space are randomly 

generated. Each agent is viewed as a promising solution. 

 
Step 3. Evaluate Fitness of Each Agent and Update Best Fitness at Current Iteration 
 

      𝒘𝒉𝒊𝒍𝒆          (𝐼𝑡𝑒𝑟 < 𝑀𝑎𝑥𝐼𝑡𝑒𝑟), 𝑑𝑜 

   Evaluate:        𝑓𝑖𝑡𝑛𝑒𝑠𝑠𝑖
(𝐼𝑡𝑒𝑟)

= 𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝑋𝑖
(𝑖𝑡𝑒𝑟)

), and  

                           𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝐺𝑏𝑒𝑠𝑡𝑖
(𝐼𝑡𝑒𝑟)

) = 𝑚𝑖𝑛 (𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝑋𝑖
(𝐼𝑡𝑒𝑟)

)) 

 

 
Step 4. Update GSA-PSO Algorithm Parameters 
 

After each iteration, the gravitational constant, best fitness, worst fitness and inertia mass must be 

updated as follows: gravitational constant 𝐺(𝐼𝑡𝑒𝑟) is a function of initial value of gravitational constant 

𝐺𝑜, descending coefficient 𝜎, and iteration number 𝐼𝑡𝑒𝑟. 𝐺(𝐼𝑡𝑒𝑟)is calculated by Eq. (32):  

  

𝐺(𝐼𝑡𝑒𝑟) = 𝐺0 ∗ 𝑒(−𝜎∗𝐼𝑡𝑒𝑟/𝑀𝑎𝑥𝐼𝑡𝑒𝑟) (32) 
 

Inertia mass of each agent 𝑀𝑖, is determined by Eq. (34): 

 

𝑚𝑖
(𝐼𝑡𝑒𝑟)

=
𝑓𝑖𝑡𝑛𝑒𝑠𝑠𝑖

(𝐼𝑡𝑒𝑟)
−  𝑤𝑜𝑟𝑠𝑡(𝐼𝑡𝑒𝑟)

𝑏𝑒𝑠𝑡(𝐼𝑡𝑒𝑟)  −  𝑤𝑜𝑟𝑠𝑡(𝐼𝑡𝑒𝑟)
 (33) 
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𝑀𝑖
(𝐼𝑡𝑒𝑟)

=
𝑚𝑖

(𝐼𝑡𝑒𝑟)

∑ 𝑚𝑗
(𝐼𝑡𝑒𝑟)𝑁

𝑗=1  

 (34) 

where: 

𝑓𝑖𝑡𝑛𝑒𝑠𝑠𝑖
(𝐼𝑡𝑒𝑟)

 : Fitness value for agent 𝑖 at current iteration. 

𝑤𝑜𝑟𝑠𝑡(𝐼𝑡𝑒𝑟) : Worst fitness value at current population at current iteration. 

𝑏𝑒𝑠𝑡(𝐼𝑡𝑒𝑟) : Best fitness value at current population. 

𝑚𝑖
(𝐼𝑡𝑒𝑟)

 : Mass of agent 𝑖 at current iteration. 

𝑀𝑖
(𝐼𝑡𝑒𝑟)

 : The agent’s inertial mass at current iteration. 

 

For minimization problem, best fitness value 𝑏𝑒𝑠𝑡(𝐼𝑡𝑒𝑟) and worst fitness value 𝑤𝑜𝑟𝑠𝑡(𝐼𝑡𝑒𝑟) fitness 

values defined as in Eqs. (35) and (36): 

 

𝑏𝑒𝑠𝑡(𝐼𝑡𝑒𝑟) = 𝑚𝑖𝑛 𝑓𝑖𝑡𝑛𝑒𝑠𝑠𝑖  
(𝐼𝑡𝑒𝑟)

            , 𝑖 ∈ [1, n] (35) 

𝑤𝑜𝑟𝑠𝑡(𝐼𝑡𝑒𝑟) = 𝑚𝑎𝑥 𝑓𝑖𝑡𝑛𝑒𝑠𝑠𝑖  
(𝐼𝑡𝑒𝑟)

       , 𝑖 ∈ [1, n] (36) 
 

The global best position of agents 𝐺𝑏𝑒𝑠𝑡𝑖
(𝐼𝑡𝑒𝑟)

 is updated using: 

 

𝑰𝒇        𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝐺𝑏𝑒𝑠𝑡𝑖
𝐼𝑡𝑒𝑟+1) <  𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝐺𝑏𝑒𝑠𝑡𝑖

𝐼𝑡𝑒𝑟) 

𝐺𝑏𝑒𝑠𝑡𝑖 = 𝐺𝑏𝑒𝑠𝑡𝑖
𝐼𝑡𝑒𝑟+1, 𝒆𝒍𝒔𝒆   𝐺𝑏𝑒𝑠𝑡𝑖 = 𝐺𝑏𝑒𝑠𝑡𝑖

𝐼𝑡𝑒𝑟                 
 

 
Step 5. Calculate Gravitational Force and Total Force 

 

Gravitational force, 𝐹𝑖𝑗 , acting on agent 𝑖 from agent j at current iteration is computed by Eq. (37). 

 

𝐹𝑖𝑗
𝐼𝑡𝑒𝑟 = 𝐺(𝐼𝑡𝑒𝑟)  

𝑀𝑝𝑖
(𝐼𝑡𝑒𝑟)

∗ 𝑀𝑎𝑗
(𝐼𝑡𝑒𝑟)

𝑅𝑖𝑗
(𝐼𝑡𝑒𝑟)

+  𝜀
(𝑋𝑗

(𝐼𝑡𝑒𝑟)
− 𝑋𝑖

(𝐼𝑡𝑒𝑟)
) (37) 

 

Total Force 𝐹𝑖
𝐼𝑡𝑒𝑟 acting on agent 𝑖 among all agents is calculated with Eq. (38). 

 

𝐹𝑖
(𝐼𝑡𝑒𝑟)

= ∑ 𝑟𝑎𝑛𝑑𝑗  𝐹𝑖𝑗
(𝐼𝑡𝑒𝑟)

 

𝑛

𝑗=1,𝑗≠𝑖

 (38) 

 

where: 

𝑅𝑖𝑗
𝐼𝑡𝑒𝑟 : Euclidian distance between two agents 𝑖 and j. 𝜀 :   Small constant number. 

𝑋𝑖
𝐼𝑡𝑒𝑟 : Position of agent 𝑖 at current iteration. 𝑛 :   Population size. 

𝑋𝑗
𝐼𝑡𝑒𝑟 : Position of agent j at current iteration.  

randj : Random number in the interval [0,1].   

   

Step 6. Calculate the Acceleration of Agents 

 

Acceleration of each agent 𝑎𝑐𝑖
(𝐼𝑡𝑒𝑟)

 is computed by Eq. (39). 

 

𝑎𝑐𝑖
(𝐼𝑡𝑒𝑟)

=
𝐹𝑖

(𝐼𝑡𝑒𝑟)

𝑀𝑖𝑖
(𝐼𝑡𝑒𝑟)

 (39) 

  𝑎𝑐𝑖
(𝐼𝑡𝑒𝑟)

 : Acceleration of the agent 𝑖 at current iteration, where 𝑖 =1: n. 
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Figure 10. Flowchart of the GSA-PSO algorithm 
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Step 7. (Calculate Agent Velocity and Update Its Position) 

 

Next velocity of each agent is determined by Eq. (40): 

 

𝑉𝑖
(𝐼𝑡𝑒𝑟+1)

= α ∗ 𝑉𝑖
(𝐼𝑡𝑒𝑟)

+ 𝐶1
′ ∗ 𝑟1 ∗ 𝑎𝑐𝑖

(𝐼𝑡𝑒𝑟)
+ 𝐶2

′ ∗ 𝑟2(𝐺𝑏𝑒𝑠𝑡𝑖
(𝐼𝑡𝑒𝑟)

− 𝑋𝑖
(𝐼𝑡𝑒𝑟)

) (40) 

 

Next position of every agent is updated using Eq. (41): 

 

𝑋𝑖
(𝐼𝑡𝑒𝑟+1)

= 𝑋𝑖
(𝐼𝑡𝑒𝑟)

+ 𝑉𝑖
(𝐼𝑡𝑒𝑟+1)

 
 

(41) 

where: 

𝐺𝑏𝑒𝑠𝑡𝑖
(𝐼𝑡𝑒𝑟)

 : Global best solution at current iteration. 

Α : Weighting function takes as rand (0,1). 

𝐶1
′  , 𝐶2

′  : Weighting factors. 

 
Step 8. (Stopping criterion) 

 

Check stopping criterion: 
 

    If       (𝐼𝑡𝑒𝑟 = 𝑀𝑎𝑥𝐼𝑡𝑒𝑟) go to  

Step 9.  

    else  go to Step 3.  
 

Step 9. Output Optimal Solution  

 

Ultimately, if GSA-PSO fulfills end criterion, it is terminated, and the most effective agents printed. 

The flowchart of GSA-PSO algorithm which summarizes strategy steps is depicted in Figure 10, [15]. 

 

5.3.2. Eagle Strategy with Particle Swarm Optimization 

 

Eagle Strategy with Particle Swarm Optimization (ES-PSO) is a metaheuristic technique that searches 

iteratively for the optimal solution. ES-PSO is a two-stage strategy comprised of global search stage 

and local search stage [7]. Initially, ES-PSO explores the search space globally using Lévy flight 

walks; once a promising solution is found, it switches to the local search stage to execute an intensive 

local search using the PSO algorithm. The global search and local search stages immediately start to 

iterate until the criterion is met. In fact, several algorithms can be applied at the global search and 

local search stages. ES-PSO combines advantages of these various algorithms to achieve superior 

outcomes. Eq. (42) defines Lévy distribution [22]. 

 

𝐿(𝛾) =
Γ(𝜆) sin(𝜋𝜆/2)

𝜆  𝛾1+𝜆
 

(42) 

 

where: 

𝐿(𝛾) : Lévy distribution function.            Γ(𝜆) : Standard gamma function. 

𝜆 : Gamma function parameter.            𝛾 : Step length. 

𝜆 = 2 : Lévy walks are transformed into the cauchy distribution. 

𝜆 = 3 : Lévy walks transform into brownian motion. 

 

5.3.3. Working Mechanism of ES-PSO 
 

The suggested ES-PSO method's steps are as follow [15]: 
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Step 1. Load System Parameters 
 

Import objective function, parameters of antenna system, initial condition and parameters limits. 

Step 2. Generate Initial Population Randomly 

 

Initial particles are generated randomly, then their initial velocities are computed. 

 

Step 3. Global Search Stage 

 

  𝒘𝒉𝒊𝒍𝒆           (𝐼𝑡𝑒𝑟 < 𝑀𝑎𝑥𝐼𝑡𝑒𝑟), 𝑑𝑜 
Perform random global search via Lévy Flight by Eq. (43). 

 

𝑋𝑖
(𝐼𝑡𝑒𝑟+1)

= 𝑋𝑖
(𝐼𝑡𝑒𝑟)

+ 𝛽𝐿(𝛾, 𝜆) (43) 

  

Set  𝜆 = 1.5, 𝛽 = 1, 𝛾 = 5, then evaluate fitness and update best fitness at global search stage: 

 

𝑰𝒇           𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝑋𝑖
(𝐼𝑡𝑒𝑟+1)

) < 𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝑋𝑖
(𝐼𝑡𝑒𝑟)

) 

𝐵𝑒𝑠𝑡 𝑔𝑙𝑜𝑏𝑎𝑙 𝑓𝑖𝑛𝑒𝑠𝑠 = 𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝑋𝑖
(𝐼𝑡𝑒𝑟+1)

) 

 𝐺𝑏𝑒𝑠𝑡𝑖 = 𝑋𝑖
(𝐼𝑡𝑒𝑟+1)

 

𝒆𝒍𝒔𝒆,     𝐵𝑒𝑠𝑡 𝑔𝑙𝑜𝑏𝑎𝑙  𝑓𝑖𝑛𝑒𝑠𝑠 = 𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝑋𝑖
(𝐼𝑡𝑒𝑟)

) 

 𝐺𝑏𝑒𝑠𝑡𝑖 = 𝑋𝑖
(𝐼𝑡𝑒𝑟)   

 

 

 

Update Best Position in Global Search Stage as follow:  

 

𝐵𝑒𝑠𝑡 𝑔𝑙𝑜𝑏𝑎𝑙 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 = 𝐺𝑏𝑒𝑠𝑡𝑖 
 

 

Once the promising solution is discovered, then go to Step 4.  

 

Step 4. Switch Between Global and Local Search Stages  

 

The global and local search stages are controlled using switching parameter 𝑝 as follow: 

 

                     𝑰𝒇          𝑝 < 𝑟𝑎𝑛𝑑                  (In this study 𝑝 is set to 0.2) 

𝑆𝑤𝑖𝑡𝑐ℎ 𝑡𝑜 𝑙𝑜𝑐𝑎𝑙 𝑠𝑒𝑎𝑟𝑐ℎ 𝑠𝑡𝑎𝑔𝑒 (𝑔𝑜 𝑡𝑜 𝑆𝑡𝑒𝑝5. ) 

                𝒆𝒍𝒔𝒆, 
𝑆𝑤𝑖𝑡𝑐ℎ 𝑡𝑜 𝑔𝑙𝑜𝑏𝑎𝑙 𝑠𝑒𝑎𝑟𝑐ℎ 𝑠𝑡𝑎𝑔𝑒 (𝑔𝑜 𝑡𝑜 𝑆𝑡𝑒𝑝7. ) 

 

 

Step 5. Intensive Local Search Stage 

 

Preform intensive local search around promising solution. 
 

Calculate new velocity and position of each particle via Eqs. (44) and (46) as follows: 

 

𝑉𝑖
(𝐼𝑡𝑒𝑟+1)

= α(𝐼𝑡𝑒𝑟) ∗ 𝑉𝑖
(𝐼𝑡𝑒𝑟)

+ 𝐶1𝑟1(𝑃𝑏𝑒𝑠𝑡𝑖
𝐼𝑡𝑒𝑟 − 𝑋𝑖

𝐼𝑡𝑒𝑟)+ 𝐶2𝑟2(𝐺𝑏𝑒𝑠𝑡𝑖
𝐼𝑡𝑒𝑟 − 𝑋𝑖

𝐼𝑡𝑒𝑟) 

 
(44) 

where:  

α(𝐼𝑡𝑒𝑟) = α𝑚𝑎𝑥 ∗
𝐼𝑡𝑒𝑟(α𝑚𝑎𝑥 − α𝑚𝑖𝑛)

𝑀𝑎𝑥𝐼𝑡𝑒𝑟
 

 

(45) 

 



ECJSE 2023 (2) 326-348 Satellite Tracking Control System … 
 

342 

The new position of each particle is updated by Eq. (46). 

 

𝑋𝑖
(𝐼𝑡𝑒𝑟+1)

= 𝑋𝑖
(𝐼𝑡𝑒𝑟)

+ 𝑉𝑖
(𝐼𝑡𝑒𝑟+1)

 (46) 

Then, evaluate new fitness and update the best fitness in local search stage as follows: 

 

 𝑰𝒇     𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝑋𝑖
(𝐼𝑡𝑒𝑟+1)

) < 𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝑃𝑏𝑒𝑠𝑡𝑖
(𝐼𝑡𝑒𝑟)

)    

𝐵𝑒𝑠𝑡 𝑙𝑜𝑐𝑎𝑙 𝑓𝑖𝑡𝑛𝑒𝑠𝑠 = 𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝑋𝑖
(𝐼𝑡𝑒𝑟+1)

) 

𝑃𝑏𝑒𝑠𝑡𝑖 = 𝑋𝑖
(𝐼𝑡𝑒𝑟+1)

 

                                𝒆𝒍𝒔𝒆, 

            𝐵𝑒𝑠𝑡 𝑙𝑜𝑐𝑎𝑙  𝑓𝑖𝑡𝑛𝑒𝑠𝑠 = 𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝑃𝑏𝑒𝑠𝑡𝑖
(𝐼𝑡𝑒𝑟)

) 

𝑃𝑏𝑒𝑠𝑡𝑖 = 𝑋𝑖
(𝐼𝑡𝑒𝑟)     

 

 

Update Best Position in Local Search Stage: 

 

𝐵𝑒𝑠𝑡 𝑙𝑜𝑐𝑎𝑙 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 = 𝑃𝑏𝑒𝑠𝑡𝑖  
 

Step 6. Update Global Best Fitness and Global Best Position in the Overall Strategy 

 

Global best fitness and global best position in ES-PSO strategy updated through the following: 

 

𝑰𝒇        𝐵𝑒𝑠𝑡 𝑙𝑜𝑐𝑎𝑙 𝑓𝑖𝑡𝑛𝑒𝑠𝑠 <  𝐵𝑒𝑠𝑡 𝑔𝑙𝑜𝑏𝑎𝑙 𝑓𝑖𝑡𝑛𝑒𝑠𝑠     
𝐺𝑙𝑜𝑏𝑎𝑙 𝑓𝑖𝑡𝑛𝑒𝑠𝑠 = 𝐵𝑒𝑠𝑡 𝑙𝑜𝑐𝑎𝑙 𝑓𝑖𝑡𝑛𝑒𝑠𝑠       
𝐺𝑙𝑜𝑏𝑎𝑙 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 = 𝐵𝑒𝑠𝑡 𝑙𝑜𝑐𝑎𝑙 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 

                             𝒆𝒍𝒔𝒆, 
𝐺𝑙𝑜𝑏𝑎𝑙 𝑓𝑖𝑡𝑛𝑒𝑠𝑠 = 𝐵𝑒𝑠𝑡 𝑔𝑙𝑜𝑏𝑎𝑙 𝑓𝑖𝑡𝑛𝑒𝑠𝑠    
𝐺𝑙𝑜𝑏𝑎𝑙 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 = 𝐵𝑒𝑠𝑡 𝑔𝑙𝑜𝑏𝑎𝑙 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 

 

 

Update optimal solution in the strategy: 

𝑂𝑝𝑡𝑖𝑚𝑎𝑙 𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛 = 𝐺𝑙𝑜𝑏𝑎𝑙 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 
 

Step 7. (Update Iteration). 

𝐼𝑡𝑒𝑟 = 𝐼𝑡𝑒𝑟 + 1 
 

Step 8. (Stopping Criterion) 

 

 Check stopping criterion. 

 

             If  (𝐼𝑡𝑒𝑟 = 𝑀𝑎𝑥𝐼𝑡𝑒𝑟) go to Step9.  

            else  go to Step 3. 
 

Step9. (Output Optimal Solution) 

 

Finally, if the ES-PSO strategy fulfills an end criterion it will be stopped and the most effective 

particles will be printed. 

 

The flowchart of the ES-PSO methodology, which summarizes the strategy steps are represented in 

Figure 11, [15]. 
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Figure 11. Flowchart of the ES-PSO technique 
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6. Results and Discussions 

 

The results are performed systematically in MATLAB/Simulink environment. In this research PSO, 

GSA-PSO and ES-PSO are proposed for optimal tuning of PID, V-PID, FOPID and V-FOPID 

controllers. The number of population size and maximum iterations are chosen as 25 and 100, 

respectively for all optimization algorithms. Also, STF-FOPID controller is proposed for satellite 

control system. Settling time (𝑡𝑠), rise time (𝑡𝑟) and overshoot percentage (𝑂𝑆%) are measured by 

MATLAB/Simulink for 10 sec of simulation running. Additionally, plots of system response and 

controller output signal is created. 

 

6.1. PID Controller 

 

Table 5. Results obtained from satellite tracking system with optimal PID controller  
 

PID controller with objective function: 𝑱 = ∫ 𝝎𝟏|𝒆(𝒕)|
∞

𝟎
𝒅𝒕 + 𝝎𝟐 ∗ 𝑶𝑺% + 𝝎𝟑 ∗ (𝒕𝒔 − 𝒕𝒓) 

Algorithms 𝑲𝑷 𝑲𝑰 𝑲𝑫 𝑵 𝑶𝑺 (%) 𝒕𝒓 (𝒔) 𝒕𝒔 (𝒔) 

PSO 1000 1000 293.702 77.772   0 1.3152 3.6598 

GSA-PSO 1000 1000 403.192 54.316   0 1.0972 3.1816 

 

6.2. Variable Coefficient PID Controller 

 

Table 6. Results obtained from satellite tracking system with optimal V-PID controller  
 

V-PID controller with: 𝑱 = ∫ 𝝎𝟏|𝒆(𝒕)|
∞

𝟎
𝒅𝒕 + 𝝎𝟐 ∗ 𝑶𝑺% + 𝝎𝟑 ∗ (𝒕𝒔 − 𝒕𝒓) 

Algorithms 𝑪𝟏 𝑪𝟐 𝑪𝟑 𝑪𝟒 𝑪𝟓 𝑪𝟔 𝑵 𝑶𝑺(%) 𝒕𝒓 (𝒔)    𝒕𝒔 (𝒔) 

GSA-PSO 1000 1000 1000 1000 1 352.7 57.9   0 0.280 1.805 

ES-PSO 1 821.5 1000 1000 1 285.2 50.1 1.70 0.342 1.328 

 

6.3. Fractional Order PID Controller 

 

Table 7. Results obtained from satellite tracking system with optimal FOPID controller  

FOPID controller with: 𝑱 = ∫ 𝝎𝟏|𝒆(𝒕)|
∞

𝟎
𝒅𝒕 + 𝝎𝟐 ∗ 𝑶𝑺% + 𝝎𝟑 ∗ (𝒕𝒔 − 𝒕𝒓) 

Algorithms 𝑲𝑷 𝑲𝑰 𝑲𝑫 𝝁 𝝀 𝑶𝑺 (%) 𝒕𝒓 (𝒔) 𝒕𝒔 (𝒔) 

ES-PSO 652.51 1936.37 453.764 0.81527 0.909717      0 0.3032 1.1207 

 

6.4. Self-Tuning Fuzzy Fractional Order PID Controller 

 

Table 8. Results obtained from satellite tracking system with STF-FOPID controller 
 

 

6.5. Variable Coefficient Fractional Order PID Controller 

 

Table 9. Results obtained from satellite tracking system with optimal V-FOPID controller  
 

V-FOPID controller with: 𝑱 = ∫ 𝝎𝟏|𝒆(𝒕)|
∞

𝟎
𝒅𝒕 + 𝝎𝟐 ∗ 𝑶𝑺% + 𝝎𝟑 ∗ (𝒕𝒔 − 𝒕𝒓) 

Algorithms 𝑪𝟏 𝑪𝟐 𝑪𝟑 𝑪𝟒 𝑪𝟓 𝑪𝟔 𝝁 𝝀 𝑶𝑺 (%) 𝒕𝒓  (𝒔) 𝒕𝒔 (𝒔) 

GSA-PSO 131.3 510.7 924.38 999.9 1 285.8 0.988 1 0.0018 0.431 0.739 

ES-PSO 1 695.9 1000 983.4 1 309.7 0.984 1 0.0012 0.411 0.709 
 

Self-Tuning Fuzzy Fractional Order PID Controller 

e de        𝑲𝑷         𝑲𝑰         𝑲𝑫    𝝁   𝝀 𝑶𝑺 (%) 𝒕𝒓 (𝒔) 𝒕𝒔 (𝒔) 
[-15  15] [-25 25] [0  1900] [0  2350] [0  900] 1.1 1.035 0.4246 0.4901 0.8876 
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The plots of tracking system response and controller output signal of the proposed controllers 

depicted in Figure 12 and Figure 13. 

 

 
 

Figure 12. System response with different control strategies 

 

 
 

Figure 13. Output signal of different control strategies 
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PID controller tuned by PSO achieved rise time 1.3 sec and achieved settling time 3.65 sec, also when 

tuned using GSA-PSO the rise time decreased to 1.09 sec and settling time receded to 3.18 sec. The 

V-PID controller tuned by GSA-PSO dropped rise time to 0.28 sec and settling time receded to 1.8 

sec as compared with PID controller. In addition to, the settling time faded to 1.3 sec when V-PID 

tuned using ES-PSO. Besides, The FOPID controller tuned by ES-PSO stooped settling time to 1.12 

sec. On the other hand, STF-FOPID controller decreased settling time to 1.09 sec. The V-FOPID 

controller tuned by GSA-PSO receded settling time to 0.73 sec. Plus, when V-FOPID tuned using 

ES-PSO settling time faded to 0.70 sec. Overshoot percentage for different control strategies nearly 

equal zero, although PID and FOPID have slight oscillations under refence value and these 

oscillations increased with V-PID controller. The STF-FOPID controller oscillate around steady state 

value. These reasons explain why overshoot increased with V-PID and STF-FOPID controllers. 

Although, the V-PID and STF-FOPID controllers achieved superior outcomes compared to 

conventual PID controller. The best and the smoothest tracking process and the fastest settling 

achieved by V-FOPID controller tuned using ES-PSO strategy. 

 

7. Conclusion 

 

This paper aims to design optimal controller to enhance tracking process of multiple mission satellite 

ground station based on geared DC servomotor. The system is controlled using a variety of control 

techniques including optimal PID controller, optimal variable coefficient PID (V-PID), optimal 

fractional order PID (FOPID) controller and optimal variable coefficient fractional order PID (V-

FOPID) controller. These controllers’ parameters have been fine-tuned by particle swarm 

optimization (PSO), gravitational search algorithm with particle swarm optimization (GSA-PSO) and 

Eagle strategy with particle swarm optimization (ES-PSO). The performance index has been 

determined using dynamic performance indices based objective functions. Additionally, self-tuning 

fuzzy FOPID (STF-FOPID) is proposed for satellite tracking control system. The system's response 

is analysed and the outcomes of various control strategies are measured and compared with those of 

other strategies. In order to improve the performance of tracking system, the FOPID controller is 

developed to accomplish settling time equal to 1.12 sec when tuned by ES-PSO. Generally, it is 

difficult to find an accurate non-linear model of actual DC motor. As a result, the STF-FOPID 

controller is established to deal with the system's uncertain dynamics and non-linearity while still 

delivering the desired response. The STF-FOPID controller achieved settling time 0.88 sec. PID and 

FOPID controllers distinguished by constant coefficients which are proportional gain 𝐾𝑃 , integral 

gain 𝐾𝐼 and derivative gain 𝐾𝐷. These parameters have the same value throughout the operation 

regardless of the system error. As a consequence, it is not possible to separate transient and steady-

state responses independently.  The V-PID and V-FOPID controllers are differentiated by variable 

coefficient gains symbolized by 𝐾𝑃
′ , 𝐾𝐼

′ and 𝐾𝐷
′ . These gains values are dependent on the 

contemporary values of the system's exact error. As a result, the controller parameters' values vary in 

relation to the system's exact error. The variable coefficient controllers are capable of improving the 

transient state while preserving the steady-state response unaltered. This novel variable coefficient 

fractional order PID technique allows to enhance system’s responses in both transient and steady-

state conditions, in addition to providing far more freedom in constructing PID & FOPID controllers, 

it also allows to fine-tune dynamics of control system. The best and the smoothest tracking process 

and the fastest settling achieved by V-FOPID controller tuned using the ES-PSO strategy. The V-

FOPID controller receded settling time from 3.65 sec to 0.70 sec compared with PID controller. 

 

8. Further Work 

 

Further work may focus on designing adaptive control techniques based on fuzzy logic control as 

follow: design a self-tuning fuzzy PID controller to perform online tuning of (𝐾𝑃, 𝐾𝐼 , 𝐾𝐷 , 𝑁) 

parameters of PID controller. Design a self-tuning fuzzy fractional order PID controller, to perform 

online tuning of (𝐾𝑃, 𝐾𝐼 , 𝐾𝐷 , 𝜆, 𝜇) parameters of FOPID controller leading to enhance the controller's 
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performance and increase its robustness. However, the fuzzy system become more complex as we 

need five fuzzy system with five tables of rules to fire five (𝐾𝑃, 𝐾𝐼 , 𝐾𝐷 , 𝜆, 𝜇) outputs. Design a self-

tuning fuzzy variable coefficient PID controller to perform online tuning of (𝑐1, 𝑐2, 𝑐3, 𝑐4, 𝑐5, 𝑐6, 𝑁) 

parameters of V-PID controller. Additionally, design a self-tuning fuzzy variable coefficient FOPID 

to perform online tuning (𝑐1, 𝑐2, 𝑐3, 𝑐4, 𝑐5, 𝑐6, 𝜆, 𝜇) parameters of V-FOPID controller. These variable 

controller structures will be designed to improve transient state response without impacting steady 

state response. Besides, capability to control system dynamics and non-linearity, it also provides an 

opportunity for better control system dynamics adjustment, implying significantly increased system 

robustness and stability. The Combination of the V-FOPID with a fuzzy control approach may be 

used to automatically modify the controller's parameters online, enhancing the control parameters' 

selectability. However, FLC transformed V-FOPID to an adaptive controller, the system's complexity 

rises, then necessitating to find proper rules for firing fuzzy system outputs. Finally, an adaptive neuro 

fuzzy inference system (ANFIS) will be used to train the rules of eight fuzzy system based on the 

running data of V-FOPID controller, the gains (𝑐1, 𝑐2, 𝑐3, 𝑐4, 𝑐5, 𝑐6, 𝜆, 𝜇) of the V-FOPID controller 

replaced by the eight trained fuzzy logic systems to achieve superior outcomes. 
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