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 Facial recognition is used efficiently in human-computer interactions, passports, driver’s 

licence, border controls, video surveillance and criminal identification, and is an 

important biometric’s security option in many device-related security requirements. In 

this paper, we use Eigenface recognition based on the Principal Component Analysis 

(PCA) to develop the project. PCA aims to reduce the size of large image matrices and 

is used for feature extraction. Then, we use the euclidean distance method for 

classification. The dataset used in this project was obtained by AT&T Laboratories at 

Cambridge University [1]. The training dataset contains grayscale facial images of 40 

people; each person has 10 different facial images taken from different angles and 

emotions.      

  This study aims to give researchers a hunch before they start to develop image 

recognition using deep learning methods. It also shows that face recognition can be done 

without deep learning.        
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1. Introduction 

The combination of two Greek words, Bios (life) 

and Metron (measures) generate the term Biometrics 

[2]. Physical attributes and biometric features are 

unique to each person, and that separates each person 

apart from the others. These features include 

fingerprint [3], face, hand, iris [4], speech, smell, and 

gait. Biometric identity, in other words, the biometric 

signature cannot be easily stolen, forgotten and 

difficult to be copied by someone else. Therefore, it 

provides higher and more reliable security in 

identifying the person. Some biometric features, such 

as the iris [5], are stable over time and fingerprints 

never change from childhood to the end of life. In this 

work, face recognition has been researched in greater 

depth with a broader range of techniques.  

This paper aims to investigate existing biometric 

security techniques and principles of facial 

recognition. The research question is: "Can similarity 

measurement techniques be used to model the face 
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authentication system?". 

In this work, Face recognition was developed with 

Eigenface recognition based on PCA [6]. For this 

system, 400 images of 40 individuals have been 

trained. Then 40 known and 15 unknown facial 

images have been tested to check the accuracy. The 

project performance was measured by two standard 

rate methods: False Acceptance Rate (𝐹𝐴𝑅)  and 

False Rejection Rate (𝐹𝑅𝑅). 
The distance methods were researched for 

classification. Euclidean, Manhattan and Mahalanobis 

distance methods are the three methods examined in this 

study. The Euclidean distance method was chosen to 

measure the distances between facial images. Then, the 

threshold value was selected by multiplying the maximum 

value of the Euclidean Distance by 0.8. The threshold 

value was obtained as a result of many experiments. This 

multiplication process was inspired by Nasser 

Abouzakhar's work [7] and used in this project. 

 

https://dergipark.org.tr/en/pub/jscai
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2. Related Work 

2.1. Principle Component Analysis (PCA) 

 

PCA has been used in a variety of studies including 

computer science, meteorology, and neuroscience. 

PCA [8–10] was first used for facial recognition by 

Kirby and Sirovich in 1987. Later, Matthew A. Turk 

and Alex P. Pentland discovered a new facial 

recognition technique using Eigenface based on PCA 

in 1991 [11]. Their invention has been used for static 

and automatic real-time face recognition. This 

invention has helped to develop a face recognition 

system with fewer matrices multiplications. The 

purpose of using PCA is to reduce the size of large 

image sets (matrix). For example, suppose there are 

M grayscale images in a dataset for training, and the 

size of the images are𝑁 𝑥 𝑁 . In order to build a 

matrix of images, 2𝐷 images need to be converted to 

1𝐷 . Therefore, each image is represented by 1𝐷  a 

column vector, and the size of this column is 𝑁2 . 

There are  𝑀 images, and if they are stored into one 

matrix, the size of this matrix will be 𝑁2 𝑥 𝑀. Their 

covariance matrix needs to be calculated to find 

relationships between each column vector. Then, this 

covariance matrix will be used to extract 

eigenvectors and eigenvalues. 

Let’s represent the matrix of the dataset with 𝐴. 

Covariance Matrix = 𝐴𝐴′ =  (𝑁2 𝑥 𝑀)(𝑀 𝑥 𝑁2); 

The size of the covariance matrix =  (𝑁2  x 𝑁2). 

This is too large to manage. For example, if the 

number of images is  400 and the size of each image 

is 256 𝑥 256, then the size of the covariance matrix =

 (65536 𝑥 65536). With the PCA technique, instead 

of Covariance = 𝐴𝐴′ , Covariance = 𝐴𝐴′ =

 ( 𝑀 𝑥 𝑁2)(𝑁2 𝑥 𝑀) is calculated. Consequently, the 

dimension of the Covariance matrix is =

 (400 𝑥 400)  and (𝑀 <<  𝑁2) . This size of the 

matrix is easier to manage.  

 

2.2.  Eigenface Technique 

 

The eigenface technique [12,13] is a set of 

eigenvectors commonly used to recognize the human 

face [14]. The eigenvalues and eigenvectors are 

derived from the covariance matrix. The eigenface 

[15,16] can be obtained by multiplying the 

eigenvectors with the normalized matrix. 

Eigenvectors can only be applied to square matrices. 

The covariance matrix in this work is square 

 (400 𝑥 400) . The dominant eigenvectors in the 

covariance matrix correspond to the higher value and 

represent more characteristics and features. Eigenvectors 

were sorted by the eigenvalues. After the eigenvalues are 

sorted in descending order, the first eigenvectors have 

more characteristic features than the second one. The last 

eigenvector is showing the least characteristic features. 

Therefore, k number of eigenvectors were chosen 

heuristically to train the dataset. In this paper, 124 out of 

400  eigenvectors were selected, and other eigenvectors 

were neglected. Then, the eigenfaces were calculated. 

 

2.3. Threshold Value 

 

Threshold [13] value is chosen heuristically. There 

is no specific method developed to find the threshold 

value. Commonly, it is chosen by multiplying 0.8 by 

the maximum values of minimum values of 

Euclidean distance. 

In this article, the purpose of using threshold value 

is to decide whether the newly inputted image is a 

face image or not. If the distance between the 

inputted image and training images is less than the 

threshold value, the inputted images will have more 

facial features. Therefore, we can say that if it holds 

less than the threshold value it is identified as a face 

image. For this reason, choosing the threshold value 

affects the performance and result of the accuracy.  
 

2.4. Distance Methods 

 

To measure the distances between images for 

comparison purposes, three methods are commonly 

used. The equations of Euclidean, Manhattan, and 

Mahalanobis Distances are as follows:  

 

Euclidean Distance: 

 

𝑑(𝑋, 𝑌)  = √∑ (𝑋𝑖 −  𝑌𝑖)2  = ||𝑋 − 𝑌||𝑀
𝑖=1        (1)   

 

Manhattan Distance: 

   𝑑(𝑋, 𝑌)  = ∑ |𝑋𝑖 −  𝑌𝑖|𝑀
𝑖=1                        (2)             

Mahalanobis Distance: 

𝑑(𝑋, 𝑌)  =  √(𝑋𝑖 −  𝑌𝑖)𝑇𝐶−1(𝑋𝑖 −  𝑌𝑖)        (3)        
 

  where 𝐶 refers to the covariance matrix.  
 

3. Dataset 

 

The dataset contains 40 individual persons’ images, 
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and each person has 10 images, each one taken from 

different angles and emotions. The dataset was 

prepared by Cambridge University at AT&T 

laboratories. Each image has two dimensions and is a 

grayscale image as seen in Figure 1. All images are 

in the same sizes. Each image has a width of 112 

pixels and a height of 92 pixels

 

 
Figure 1 The first image of each person in the dataset.

 

4. Algorithm 

 

Part 1: 

Step 1: Prepare a data set for training (40 persons’ 

10 individual images, a total of 400 images). 

 

Step 2: Resize whole images at the same size and 

convert them to grayscale images (2𝐷). 

 

Step 3: Convert each image in the dataset from 2𝐷 

matrix (112 𝑥 92) to 1𝐷 column vector (10304 𝑥1). 

Then build a new matrix (10304 𝑥 400) where each 

column represents an images of the dataset. Here, 𝐼 

refers to 2𝐷 graysacle original images, 𝛤 denotes 1𝐷 

images. 

𝛤 =  (𝛤1, 𝛤2, 𝛤3, . . . , 𝛤𝑀) 

where 𝑀 =  400. 

 

Step 4: Compute the average column 𝛹. 

 

 

                       

Step 5: Normalise the data set. Subtract the 

average column vector from each column of the 

dataset’s matrix.  

𝛷 =  𝛤𝑖  − 𝛹                                                  (5)     

𝐴 =  (𝛷1, 𝛷2, 𝛷3, . . . , 𝛷𝑀)                           (6)  

 

Here, 𝛷  denotes adjusted columns, and 

𝐴(10403 𝑥 400)  denotes the normalised matrix. 

 

Step 6: Calculate the covariance (𝐶)  matrix. Use  

𝐶 =  𝐴𝑡𝐴  instead of 𝐶 =  𝐴𝐴𝑡   to reduce the 

dimensional of the matrix (use PCA). 

 

Step 7: Calculate eigenvalues (𝑉) and eigenvectors 

(𝐷). 

[𝑉 𝐷]  =  𝑒𝑖𝑔(𝐶)                                                 (7)

𝛹 =
1

𝑀
∑ 𝛤𝑖  𝑀

𝑖 = 1                                                  (4)     
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Figure 2 The Eigenfaces look like ghost image 

 

Step 8: Sort the eigenvalues (𝐷)  in descending 

order, then find the corresponding eigenvectors (𝑉). 

Calculate the eigenfaces (𝑈)  by multiplying the 

normalised images (𝐴)  and eigenvectors   (𝑉) . 

Heuristically choose the most (more relevant) 𝑘 

(124) eigenfaces (𝑈). 

𝑈 =  𝐴𝑉                                                               (8) 

Step 9: Multiply transpose of the 𝑘(124) Eigenfaces 

and normalised images (𝐴) to compute weights 𝑊 

𝑊 = 𝑈𝑡𝐴                                                     (9)  

 

Part 2: 

     Step 1: Input a new image. 

 

   Step 2: Convert inputted image to a grayscale 

image. 

 

     Step 3: Resize the inputted image. 

 

     Step 4: Convert 2𝐷 image to 1𝐷 column vector. 

 

   Step 5: Subtract the average column from the 

inputted column vector. 

 

     Step 6: Calculate the weights. 

 

  Step 7: Classify the images using Euclidean 

distance methods. 

 

    Step 8: Decide the threshold value by multiplying 

the max distance by 0.8. 

 

   Step 9: Compute the distance between inputted 

image and trained images for classification.  

 

 Step 9: Multiply transpose of the 𝑘(124) Eigenfaces 

and normalised images (𝐴) to compute weights 𝑊 

𝑊 = 𝑈𝑡𝐴                                                     (9)  

 

5. Experiments and Evaluations 

The recognition performance was analyzed using 

two standard rate methods. These methods are False 

Acceptance Rate (𝐹𝐴𝑅)  and False Rejection Rate 

(𝐹𝑅𝑅). 

The distance between inputted image and the trained 

image in the dataset is calculated by the Euclidean 

Distance method. Then the calculated distances were 

compared by the Threshold value. If the distance is 

greater than the threshold, it is rejected, otherwise 

accepted. Then it matches with the image where the 

distance between them is minimum. 

   The distances between false images and trained 

images were calculated. The percentage of distances 

lesser than the threshold value represents the 𝐹𝐴𝑅. 

On the other hand, the distances of known images and 

trained images were calculated. The percentage of 

distances greater than the threshold value represents 

the 𝐹𝑅𝑅 . 15  unknown faces were tested. 6  out of 

them did not match with any face image in the 

dataset. 9  images have been accepted even if they 

should not have had. So, the percentage of 𝐹𝐴𝑅is 
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%60. On the other hand, 40 known images have been 

tested. 1 out of them rejected though it should have 

been. That is, the percentage of 𝐹𝑅𝑅  is %2.5. The 

threshold value is the same. This accuracy is not 

sufficient to use in real-time systems. Because even 

if the threshold value was very high the accuracy of 

unknown images tested was too low. 

The 𝐹𝑅𝑅  and 𝐹𝐴𝑅  percentages are inversely 

proportional. The threshold value is affect their 

percentage. If the value of the threshold increased, 

the 𝐹𝐴𝑅  is decreased while 𝐹𝑅𝑅 increased as shown 

in Table 1.  

The experimental results on the Cambridge 

University, AT&T dataset using the eigenface-based 

on PCA for facial recognition represent that the 

classification accuracy on known images is %97.5. 

The dataset is small compared to other datasets used 

in deep learning applications. Despite this, very high 

result has been obtained. 

 
Figure 3: The table of 𝐹𝐴𝑅, 𝐹𝑅𝑅  and threshold value (the numbers in the brackets represent the number of tested 

images)  

 

Table 1. The table of FAR, FRR and threshold value 

(the numbers in the brackets represent the number of tested 

image) 

Threshol

d 
%𝐹𝐴𝑅 %𝐹𝑅𝑅 𝐹𝐴𝑅(15) 𝐹𝑅𝑅 (40) 

0.2 0 77.5 0 31 

0.4 20 27.5 3 11 

0.6 40 15 6 6 

0.8 60 2.5 9 1 

 

In the use of deep learning methods, we can use 

mini-batches to train large datasets. Otherwise, it 

requires high memory, powerful CPU and GPU to 

train large image datasets. In the use of the Eigenface 

method, all data is combined into a single matrix. 

This method will produce an extremely large matrix 

for large datasets. Working on a large matrix is very 

risky because it requires a lot of memory to train. The 

Eigenface method is computationally very 

expensive. 

6. Conclusion 

In this work, we have developed a project to 

classify a facial image dataset. We have used the 
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eigenface method based on Principal Component 

Analysis (PCA) to recognise facial images. The 

dataset was obtained from AT &T laboratories at the 

University of Cambridge. PCA was used to reduce 

the dimension of the covariance matrix from the 

(10304 x 10304) to the (400 x 400). Then, 400 

eigenvectors were derived from the covariance 

matrix used to find eigenfaces. The largest 124 out of 

400 eigenfaces were used to recognise faces. The 

Euclidean Distance method was used to classify and 

find distances between tested images and trained 

images. In this work, 40 known and 15 unknown 

images were tested to obtain results. 
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