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Abstract— Insecurity remains a major challenge in our society. 

Government, private organizations, and individuals strive to 

ensure their possessions are kept safe from intruders. Automated 

surveillance system plays a key role to ensure that the environment 

is safe with little human intervention. Therefore, object detection, 

classification, and tracking are vital in building a robust and 

remote intelligent video surveillance system to aid security in 

physical environments. Previous studies used enhanced 

background subtraction techniques for object detection which 

recorded notable achievements but performance issues in 

distinguishing humans, pets and vehicles. For insecurity to be 

solved more intelligently, deep neural network techniques are 

employed. In this paper, an intelligent video surveillance system 

that detects only human intrusion and sends an SMS notification 

to the user with the registered mobile number was developed. The 

results of the system performance evaluation recorded an 

accuracy of 96%, a precision of 94%, and a recall of 98%. The 

experimental results showed that the intelligent system was 

suitable for detecting human intrusion, thereby contributing to the 

safety of physical environments. 

 

Index Terms— CNN, Deep learning, Detection, Surveillance  

 Video. 

I. INTRODUCTION 

HE NEED for day-to-day security of immediate 

environment cannot be over-emphasized. For a long time 

now, video surveillance has been an important aspect of 

securitysystem that plays a vital role in ensuring that lives and 

properties are kept safe. The early implementation of this 

system relied on humans for its operations [1]. Thus, 

surveillance systems have increased in number as the demand 

for this system increases over the years. With the advent of 

development in video surveillance systems, governments, 

individuals, and various organizations across society use the  

systems to keep track of various activities for the sole aim of 

security and safety [2]. In today's smart cities, video  
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surveillance is used for inventory control in retail outlets, home 

monitoring (neighbourhood watch), security on corporate and 

educational campuses.  

Video surveillance systems by human operators to detect an 

intrusion is an inefficient or even impractical solution because 

human resources are expensive and have limited capabilities 

[3]. Intelligent video surveillance systems are integrated 

systems that include electronic (sensing devices), pattern 

recognition, and computer vision, networking, artificial 

intelligence, and communication [2]. Therefore, the goal of an 

intelligent video surveillance system is to automatically 

monitor people, property, and the environment without the need 

for human intervention. As a result, this monitoring task entails 

automatically detecting and classifying objects (either humans 

or household pets), as well as performing additional analysis 

and taking actions. Especially, image processing and artificial 

intelligence (deep learning) techniques are important in the 

development of intelligent video systems [4]. 

With advancements in deep learning, particularly 

convolutional neural network (CNN), in computer vision 

applications, the accuracy of object detection and classification 

has improved dramatically for intelligent video surveillance [5]. 

Neural network algorithms offer state-of-the-art performance in 

classification and object detection widely used in intelligent 

video surveillance for intrusion detection in restricted 

environments. The specific contribution of this paper is to 

evolve an algorithm that supports the design and development 

of an intelligent surveillance system, which is based on Faster 

R-CNN for human and non-human detections for accurate 

intrusion detection while reducing false (increase precision) 

alarm rate as anticipated in [3]. 

 
 

I. RELATED WORKS 

Several researchers have worked on intelligent video 

surveillance and object detection, classification, and tracking. 

An object detector using multi-detector regional convolutional 

neural networks (RCNN) was developed in [6]. Object 

detection and tracking play a very important role in surveillance 

for traffic control, object counting, and physical aspect of 

security. The system adopted a multi-detector model based on 

faster RCNN, a combination of CNN and Amulet is use to 

extract the raw feature from the image, region proposal network 

(RPN) is used to predict the expected region of interest (RoI). 

Thus, multiple detections are used to detect the image. 

Similarly, An intelligent smartphone-enabled  surveillance 

system was  designed and implemented in [7]. The system uses 

a passive infrared (PIR) sensor and a microcontroller (MCU) 

attached to a smartphone through the MCU for motion 

detection. When a motion is detected, video is captured and the 
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footage is sent to the user via short message service (SMS). The 

surveillance record is stored in a cloud and the link to the record 

is also sent to the user via email. The developed system ensures 

efficient use of memory by storing the record in a cloud. It is 

cost-effective and also offers efficient energy use as the camera 

is only activated when motion is detected by the PIR sensor. 

However, the developed system cannot efficiently differentiate 

radiation changes between humans, household pets, or other 

animals. 

Also, an intelligent surveillance system for a low-cost CNN 

design was developed in [8] . The developed system makes use 

of a hardware accelerator known as Neural Compute Stick 

(NCS) with ROCK64 for high-speed calculation of images. A 

lightweight MobileNet network is used to extract the features 

and classify the image. Authors in [8] used the NCS to load a 

single shot multibox detector (SSD) network for human 

detection. Also, the Darknet architecture of You Only Look 

Once (YOLO) is used for extraction and classification of 

images and combine with SSD to create a bounding box for the 

region of interest of the detected images. A simple mail transfer 

protocol was used to send email to deliver the detected object.  

Furthermore, an enhanced background subtraction algorithm 

for a smart surveillance system using adaptive gaussian mixture 

technique was developed in [9]. The smart system can 

efficiently detect motion and detect an object by means of 

background subtraction with illumination change. However, the 

developed system cannot differentiate between humans and 

home pets. In addition authors in [10] developed a real-time 

Action Detection in Video Surveillance using Sub-Action 

Descriptor with Multi-CNN. The system presented a novel real-

world surveillance video dataset and a new approach to real-

time action detection in video surveillance system. The joint 

space of the sub-action descriptor was not considered. Also, 

more powerful temporal feature methods, such as skin-color 

MHI or optical flow, and other deep architectures of CNNs are 

not considered. 

 

Similarly, [11] developed an activity recognition using 

temporal optical flow convolutional features and multi 

multiplayer LSTM. The activity recognition framework for 

industrial systems proposed with a trained map CNN model 

help to select only the salient region that are activated for 

persons in the video frame which reduce verboseness and 

ambiguity of information in video frame. Surveillance video 

analysis for store-base using deep learning techniques proposed 

was by [12]. A skeleton recognition algorithm is adopted in 

place of object detection algorithm to conquer occlusion 

problem for gathering sufficient customer information and 

realizing crowd counting and density map drawing.   For human 

tracking and counting, multiple human tracking algorithm and 

human re-identification (ReID) technology are adopted. 

 

Also, [4] developed a people tracking system by Detection 

Using CNN features. They represented each person with 4096 

Faster-RCNN feature vectors, and the Euclidean distance 

method was used to calculate the distance between two feature 

vectors of each input pair. A pair is considered the same person 

if their Euclidean distance is a minimum. This is due to the 

assumption that convolutional features of similar objects 

generated by Faster-RCNN should be quite similar compared to 

features of dissimilar objects. Furthermore, [13] suggested a 

General Purpose Intelligent Surveillance System for Mobile 

Devices using deep learning. The developed system module 

was divided into two: a detection and a classification module. 

The detection module combined background subtraction 

techniques, optical flow and recursively estimated density. The 

classification module is based on a CNN used to classify objects 

into one of the seven predefined categories using a pre-trained 

CNN. 

In addition, [14] designed and developed an Edge Intelligence-

Assisted Smoke Detection in Foggy Surveillance 

Environments. The system was developed using the 

architecture of CNN for detecting smoke in video streams. Pre-

trained MobileNet model was trained on ImageNet dataset 

which focus on trying to achieve accuracy and eliminating rate 

of false alarm in Foggy Surveillance Environments. Also, [15] 

implemented an Intelligent Surveillance System Using 

Background Subtraction Technique for unattended or 

abandoned object detection. In the developed system, threshold 

is applied to separate red, green and blue then the use of blob-

based algorithm for detecting the change in video scene, the 

technique detects, analyze and track object motion.  

 

Similarly, [16] presented the use of Adaboost and CNN in 

crowded surveillance environment for people counting based 

on head detection. In this system three modules were used to 

achieve people counting. The module includes: Two off-line 

training and one online detection stage. The first off-line 

training, Adaboost algorithm is adopted to learn a fast-cascaded 

head detector with Histogram of Oriented Gradients (HOG) 

feature.  In addition, [17] developed a Smart Surveillance as an 

Edge Network Service: from Harr-Cascade, Support vector 

Machine (SVM) to a Lightweight CNN. The system used 

histogram Oriented Gradient (HOG) and SVM algorithm for 

fast and accurate human detection. The system also used Harr 

cascade, Harr-like feature made up of three shapes: two 

rectangular features, three rectangular features and four 

rectangular features alongside Lightweight CNN as the 

classifier trained with keras dataset. Authors in [18] 

implemented a video structured description technology-based 

intelligence analysis of surveillance videos for public security 

applications. A pre-trained CNN architecture was adapted for 

tracking and re-identification of people and analysed the 

architecture with CUHK03 dataset. The researchers provided 

both manually cropped images and automatically detected 

bounding boxes with DPM detector, which respectively 

contains 13,164 images of 1360 pedestrians captured by six 

surveillance cameras. 

 

Also, an efficient CNN based summarization of surveillance 

videos for resource-constrained devices was presented in  [19] 

. The study investigated deep features for shot segmentation and 

intelligently divided the video stream into meaningful shots. 

The deep features were extracted from two consecutive frames 

to determine whether the underlying frames belong to the same 

or different shot.  The Features were extracted from the fully 

connected layer (FC7) of CNN model which is trained using 

MobileNet architecture (version 2) on ImageNet dataset. 

 

In addition, a Kernel ELM and CNN based Facial Age 

Estimation was developed in [20]. A two-level system for 

apparent age estimation from facial images. Then first classify 
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samples into overlapping age groups. Within each group, the 

apparent age is estimated with local repressors, whose outputs 

are then fused for the final estimate. We use a deformable parts 

model-based face detector, and features from a pre-trained deep 

convolutional network. Kernel extreme learning machines are 

used for classification. 

 

Also, a Surveillance System Using CNN for Face Recognition 

with Object, Human and Face Detection  was developed in [21]  

.The region of object they considered in an entire image was 

picked by object detection and discriminate whether the area is 

human or Otherwise and the movement of  the detected object 

was analyzed .Similarly, [22] implemented a vegetable 

Category Recognition System Using Deep Neural Network. 

They implemented a Caffe framework based on CNN for the 

system classification and used Deep Neural Network (DNN) for 

the vegetable category recognition.  

 

Also, [23] presented an adaptive Feature Learning CNN for 

Behavior Recognition in Crowd Scene. A 3D scale 

convolutional neural network (3DSCNN) was implemented on 

crowd video scene, the 3D-CNN was used in a large-scale 

supervised crowd dataset which optimized convolutional 

architectures settings. The outcomes from 3DS-CNN captured 

information related to objects, scenes, and actions in a video, 

making them useful for different applications that do not fine 

tune the architectural setup. In addition, [24] designed HOG-

CNN Based Real Time Face Recognition to recognize faces. 

Histogram of Oriented Gradient (HOG) was used as the feature 

extractor, also for detecting all the faces in the image and the 

CNN was used as the training algorithm for classifying the 

images. 

 

Furthermore, an Engineering Vehicles Detection Based on 

Modified Faster R-CNN for Power Grid Surveillance was 

developed in [25]. CNN methods were divided into two 

categories, one is the two-stage methods based on region 

proposal and the other is the one-stage methods based on 

regression. The feature extraction part of these methods was 

implemented by the CNN. Some methods based on region 

proposal such as R-CNN, Fast R-CNN and SPPnet, which 

adopted selective search algorithm to generate candidate boxes 

were utilised. Also, YOLO was used as the topmost feature map 

to predict confidences and bounding boxes for all categories 

over a fixed grid. SSD detects multiple categories by a single 

evaluation of the input image. 

 

Machine Learning for Gender Detection using CNN on 

Raspberry Pi Platform was presented by [26]. The 

implementation of the system is based on the architecture of 

CNN and the solution permits users to extract some relevant 

information from the visual data containing image labelling, 

face and landmarks detection, optical character recognition 

(OCR). REST API was used to interact with Google’s cloud 

vision platform. The real-time implementation of the hardware 

as well as software solution were implemented and executed on 

a Raspberry Pi 3 model B+ board with Pi Camera module.This 

paper tries to tackle such limitations presented by [27-32], [2], 

[10] by making use of raspberry pi and faster object detection 

and classification technique to improve video surveillance 

system 

III   PROPOSED DESIGN AND METHODOLOGY 

This section describes in detail, the methodological steps 

employed in the design and implementation of the proposed 

intelligent surveillance system. Hence, the proposed system 

utilized flow design tool, flowchart, block diagram and circuit 

diagram for the implementation to describe the technical phase 

of the methodology. The system uses a trained faster regional 

convolutional neural network classifier for its object detection. 

It also makes use of Twilio API for SMS notification. With the 

above techniques the system was able to solve the problem of 

detecting home pet and humans as intruder. All these 

techniques were used to improve the efficiency, performance 

and intelligence of the proposed surveillance system. 

A. Methodology 

The implementation of the proposed system for intelligent 

video surveillance is guided by the block diagram in Figure 1. 

Foremost, Faster R-CNN architecture is considered because it 

is fast, accurate and suitable for detecting and classifying 

human [31] objects and home pets [4]. The Faster R-CNN 

architecture as shown in Figure 9 is divided into two modules: 

The Region Proposal Network (RPN) and a Fast R-CNN 

Detector. The RPN and the Fast R-CNN detector share the same 

convolutional layers. Faster R-CNN, by consequence, could be 

considered as a single and a unified network for object 

detection. To generate high quality object proposal, a highly 

descriptive feature extractor in the convolutional layers can be 

used. The Fast R-CNN detector uses many regions of interest 

(ROIs) as input. Then, the ROI pooling layer extracts a feature 

vector for each ROI. This feature vector will constitute the input 

for a classifier formed by a series of fully connected (FC) layers. 

 
Fig. 1. Proposed system block diagram 

 

The embedded system of the proposed system, include 

Raspberry Pi 3B 8MP camera module, Raspberry Pi 3B as the 

main controller for all the object detection and programming for 

the whole system, SMS notification, buzzer (Alarm 

notification) and power supply. 

The system comprises of five basic components 

• Raspberry Pi 3 

• Raspberry Pi 3 8MP Camera module 

• SMS notification 

• Power supply  

• Raspberry microSD card. 

The Raspberry Pi 3B is a basic module for processing 

images/videos, executing object detection on acquired video 

frames to detect objects. The board has ARM cortex A53 

clocked at 1.2GHz, 4000MHz Video Core IV multimedia GPU, 
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1Gb memory, power supply, HDMI, USB ports and other 

features. 

The camera module takes in video stream then the Raspberry Pi 

3B module implement the object detection on the captured 

frames. Figure 2 shows the flow diagram of the proposed 

system; 

 
Fig. 2. Flow diagram of the proposed system 

 

The electronic components to be used are; Raspberry pi 3B, 

PiCamera module SMS notification and power supply. The 

camera and the power supply all the required inputs to the 

Raspberry Pi 3B, while the SMS notification act as the output 

for the system. Once frames/video are acquired from the camera 

and fed into the Raspberry Pi 3B controller, the image is being 

processed using the faster regional convolutional neural 

network as stored within the programmed Raspberry pi 3B. 

B. Mathematical Modelling of Faster Regional 

Convolutional Neural Network for Intelligent Video 

Surveillance 

Regional convolutional neural network remains the first notable 

CNN-based object detection techniques which was found to 

outperformed traditional object detection algorithm with 30% 

improvement over the years. It relies on two separate CNN to 

perform its object detection. CNN computation is based on the 

basic computation performed by an artificial neuron which is 

the sum of products between weights and values of a layer. 

Furthermore, the computation operates in two modes - single 

input image and multiple input images. 

 

1. Single input image 

If (l_(x,y)) denote image or pooled feature values, depending 

on the layer, then the convolution value at any point (x, y) for a 

single network in the input is given by: 
𝑤 ∗ 𝑙𝑥,𝑦 = ∑ ∑ 𝑤𝑖𝑘𝑙𝑥−𝑖,𝑦−𝑘𝑘𝑖                       (1) 

Where w is the weight, l is the feature value, i and k are the 

dimensions of the kernel. For a 3 x 3 weight (w) equation (1) 

becomes, 
𝑤 ∗ 𝑙𝑥,𝑦 = ∑ ∑ 𝑤𝑖𝑘𝑙𝑥−𝑖,𝑦−𝑘𝑘𝑖  = 𝑤1,1𝑙𝑥−1,𝑦−1 + 𝑤1,2𝑙𝑥−1,𝑦−2 +

⋯ + 𝑤3,3𝑙𝑥−3,𝑦−3  (2) 

Labelling the subscript on w and l, 

𝑤 ∗ 𝑙𝑥,𝑦 = 𝑤1𝑙1 + 𝑤2𝑙2 + ⋯ + 𝑤9𝑙9  = ∑ 𝑤𝑖𝑙𝑖
9
𝑖=1                (3) 

Since equation (2) and (3) are identical, if bias is added to the 

equation and the result is equated to T, 

𝑇 = ∑ 𝑤𝑗𝑙𝑗
9
𝑗=1 + 𝑏 = 𝑤 ∗ 𝑙𝑥,𝑦 + 𝑏                   (4) 

2. Multiple input images 

The equation forward pass-through CNN, 

𝑇𝑥𝑦(𝜗) = ∑ ∑ 𝑤𝑖,𝑘(𝜗)𝑙𝑥−𝑖,𝑦−𝑘(𝜗 − 1) + 𝑏(𝜗) 

𝑘𝑖

 

= 𝑤(𝜗) ∗ 𝑙𝑥,𝑦(𝜗 − 1) + 𝑏(𝜗)                  (5) 

And 

𝑙𝑥𝑦(𝜗) = ℎ (𝑙𝑥𝑦(𝜗))                         (6) 

 

Where ϑ = 1, 2, …, Lc, and Lc is the number of convolutional 

layers, and denotes the values of pooled features in 

convolutional layer ϑ, where h is the activation function. 

When ϑ=1, l_xy (0) = (values of pixels in the input image(s)) 

When ϑ=Lc, then: 

l_xy (Lc) = (values of pooled features in the last layer of the 

CNN) 

The Equations of Backpropagation Used to Train CNNs: 

𝛿𝑥,𝑦(𝜗) = ℎ′ (𝑇𝑥,𝑦(𝜗)) [𝛿𝑥,𝑦(𝜗 + 1) ∗ √180(𝑤(𝜗 + 1))]        (7) 

𝜗 = 𝐿𝑐 − 1, 𝐿𝑐 − 2, … ,1                    (8) 

Finally, the update parameter updates the weights and bias for 

each feature map using, 

wi,k(ϑ) = wi,k(ϑ) − lδi,k(ϑ) ∗ √180(l(ϑ − 1))             (9) 

And 
b(ϑ) = b(ϑ) − l ∑ ∑ ∂x,y(ϑ)yx ; (ϑ = 1,2, … , Lc)                         (10) 

3. Faster Regional Convolutional Neural Network 

Faster R-CNN belongs to the family of Regional convolutional 

neural network and it is becoming a replacement for fast R-

CNN.  The evolution within the different versions of R-CNN 

was usually in terms of computational efficiency (integrating 

the different training stages), reduction in test time, and 

improvement in performance (mAP). These networks usually 

consist of   

1) A region proposal algorithm to generate “bounding boxes” 

or locations of possible objects in the image;  

2) A feature generation stage to obtain features of these objects, 

usually using a CNN;  

3) A classification layer to predict which class this object 

belongs to; and  

4) A regression layer to make the coordinates of the object 

bounding box more precise. 

 
Fig. 3. Architecture of Faster R-CNN [38] 
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The Faster R-CNN architecture is illustrated in Figure 3. It has 

commonly used two-step approach to object detection. The first 

stage generates a set of class agnostic region of interest (RoI) or 

regional proposal network, where each RoI is defined by a 

bounding box location and an abjectness score. The second step 

then classifies each RoI and predicts a refined limit box 

position. From a general point of view, Faster R-CNN is 

composed of two subnetworks: 

• Regional proposal Network (RPN) 

• Region of interest box network (RoI) 

The algorithm for simulating a multi-human object detection is 

presented in Figure 4. 

 

 
 

Fig. 4. Simulation on multi human object 

4. Regional Proposal Network 

The region proposal network (RPN) starts with the input image 

being fed into the backbone CNN. The input image is first 

resized such that its shortest side is 600px with the longer side 

not exceeding 1000px. It takes an image (of any size) as input 

and outputs a set of rectangular object proposals, each with an 

objective score. To generate region proposals, we slide a small 

network over the convolutional feature map output by the last 

shared convolutional layer. This small network takes as input 

an n × n spatial window of the input convolutional feature map 

as shown in Figure 5. 

 
 

Fig. 5. Regional proposal network [39] 

 

 
Fig. 6. Algorithm for the proposed video surveillance system 

 

Each sliding window is mapped to a lower-dimensional feature 

(256-d for ZF and 512-d for VGG, with ReLU following). This 

feature is fed into two sibling fully connected layers—a box-

regression layer (reg) and a box-classification layer (cls). We 

use n = 3 in this research, noting that the effective receptive 

field on the input image is large (171 and 228 pixels for ZF and 

VGG, respectively). The algorithm that explains the flow 

diagram of the overall system is shown in Figure 6. 
 

 

5. System Implementation 

The system simulation was executed on a personal computer 

having TensorFlow installed in a virtual environment of an 

Anaconda programming environment. All the codings were 

done using Python. The system webcam was used to capture 

images which were later transformed into frames for 

processing. Also, the same computer was used to process the 

frames, results of the implemented Faster R_CNN and the 

results from the integration of the software and hardware part 

of the developed system. Also, the performance and accuracy 

of the system using precision and recall for faster R-CNN in 

intelligent surveillance were conducted as part system 

evaluation. Thus, the overall system algorithm was 

implemented using python programming language, 

TensorFlow and OpenCV APIs to detect different object of 

humans, cat and dog (i.e., dog and cat as home pet). The training 

of the model was done using TensorFlow API and faster R-

CNN algorithm. 

A working prototype of the developed system is shown in 

Figure 7. Also, a sample screenshot of the system’s user 

interface that showed an alert message when intruder was 

detected is presented in Figure 8. 
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Fig. 7. Prototype of intelligent surveillance system using Faster RCNN 

 

 
Fig. 8. User interface showing intrusion message 

 

 
Fig. 9. Simulation on multi-human objects 

IV. RESULTS AND DISCUSSION 

The trained model was tested with images that produced outputs 

that contained the classes ID number, the detection confidence 

and the anchor boxes. This is used to identify and classify the 

object and determine the location of the object using ymax, 

xmax and ymin, xmin coordinates. Using the input frames, the 

model locates and recognizes the category in which the object 

belongs, i.e., human, cat or dog.  The tasks of locating and 

categorizing objects is achieved with principles of detection, 

localization and classification. The model was also tested on 

multi-human objects as presented in Figure 9, as well as cat and 

dog as home pet as shown in Figure 10. 

 

 
Fig. 10.  Simulation on home pet 

 

The result of the performance evaluation conducted on the 

implemented system is shown in Table 1. The system achieved 

highest precision ratio and recall ratio of 94% and 98% 

respectively. These results demonstrated the appropriateness of 

the image characteristics such as quality, type and size for 

study. Furthermore, the results revealed the suitability of the 

algorithms and APIs utilized for the system implementation. 

  
TABLE I 

DETECTION RESULT FOR INTELLIGENT VIDEO SURVEILLANCE 

SYSTEM 
S/N Precision (%) Recall (%) 

1 90 98 
2 88 96 

3 91 97 

4 92 94 
5 89 95 

6 93 97 

7 94 96 
8 90 98 

9 94 97 

10 89 91 

V. CONCLUSION 

Security remains a major concern to everyone. Everybody 

wants to be protected from being attacked, and the means to 

prevent this has been a challenge over the years. A lot of 

solution has already been put in place to tackle insecurity. Thus, 

this study provided an additional approach to already existing 

motion and object detection techniques. The was implemented 

with Faster-RCNN and it intelligently detected people, dogs, 

and cats in a bid to raise intrusion alerts via SMS when human 

intrusion is detected within an environment. Faster R-CNN was 

adopted as an object detection model because it utilizes a 

regional proposal network (RPN) for faster and more accurate 

detection. Also, the intelligent surveillance system is portable 

and requires minimum expertise to operate. Overall, it provides 

another opportunity to enhance physical security at home and 

place of work against human intruders with a good 

performance. 
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