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ABSTRACT
Background and Aims: High-pressure liquid chromatography (HPLC) data on the effects of various chromatographic conditions
on the retention behaviour of three different psychotropic drugs; clonazepam, diazepam, and oxazepam) were considered for
simulation using a machine learning approach.
Methods: For the simulation of selected psychoactive compounds using HPLC, different machine learning techniques were used
in this study: adaptive neuro-fuzzy inference system, multilayer perceptron, Hammerstein-Weiner model, and a traditional linear
model in the form of stepwise linear regression. Four evaluation criteria were used to assess the effectiveness of the models:
coefficient of determination, root mean squared error, mean squared error, and correlation coefficient.
Results: The results show that machine learning approaches, especially multilayer perceptions, are more reliable than classical
linear models with an average coefficient of determination value of 0.98 in both calibration and validation phases.
Conclusion: The performance results also demonstrate that these models can be improved using additional approaches, such as
hybrid models, ensemble machine learning, evolving algorithms, and optimisation techniques.
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INTRODUCTION

Psychiatrists and general practitioners typically prescribe psy-
choactive medications. These medications are categorised into
several classes, including antipsychotics, mood stabilisers, anti-
convulsants (also known as anti-epileptics), and antidepressants
(Jouyban et al., 2009). They are also substances that can de-
press brain activity, such as alcohol, benzodiazepines (e.g., Al-
prazolam, Diazepam), and barbiturates. These drugs may pro-
mote relaxation, sedation, and euphoria. However, they can also
cause side effects like impaired coordination, slurred speech,
and respiratory depression, when taken at high doses (Jouy-
ban et al., 2009). Previously, antidepressants were only used
to treat depression, anti-epileptic drugs were only used to treat
epilepsy, antipsychotic drugs were only used to treat acute ma-
nia and schizophrenia, and mood stabilisers were only used to
treat bipolar disorders. The analytical techniques employed in
the clarification and identification of various psychoactive sub-
stances, particularly benzodiazepines like clonazepam (CLO),
diazepam (DIA), and oxazepam (OXA), have been covered in
previous research (Cunha, Mendes, & Marques, 2019). It is

crucial to develop a practical analytical method that can be
used to identify these compounds due to problems like adulter-
ation, fraud, and abuse of pharmaceutical medications. Techni-
cal research articles have therefore used a variety of approaches
to determine the qualitative and quantitative features of these
psychoactive compounds, including spectroscopy, chromatog-
raphy, and chemometrics. It is necessary to optimise the chro-
matographic conditions to achieve the global optimum condi-
tions that can be used in either qualitative determination, quan-
titative determination, or hybrid determination of the analyte of
interest to develop protocols for determining any analyte using
chromatographic methods like HPLC (Usman, Isik, & Abba,
2020). Since HPLC is one of the most frequently used analyt-
ical methods for pharmaceutical, food, and chemical analysis,
simulation of the retention behaviour is one of the crucial topics
in the chemometrics approach. Analytes are typically resolved
using HPLC based on their distribution between mobile and
stationary phases, which is presented in the form of retention
time (tR) or occasionally informed of retention factor (k), es-
pecially if the retention of the mobile phase, known as the dead
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time, is taken into consideration (Usman, Isik, & Abba, 2020).
In HPLC, tR is an important parameter for both qualitative and
quantitative analysis. The values of tR increased when the ana-
lyte interacted strongly with the stationary phase and decreased
when the analyte interacted strongly with the mobile phase. As
a result, tR is linked to three different parameters. These pa-
rameters can be summarised as the structure of the stationary
phase, the chemical properties of the analyte, and the physico-
chemical behaviour of the mobile phase (Usman, Isik, & Abba,
2021). One commonly used technique to enhance the perfor-
mance of HPLC systems involves increasing solvent strength
by adding an organic modifier to the aqueous medium. This
increases the resolution of two or more subsequent peaks. An-
other parameter that influences tR is also taken into account,
and that is the column temperature. Traditionally, an expensive
and time-consuming trial-and-error method is used to adjust
the mobile phase composition, column temperature, and other
chromatographic parameters (Ghali et al., 2020). Chemomet-
ric techniques can be used to predict chromatographic variables
under ideal conditions, such as tR and resolution (Silva et al.,
2020).

Currently, several chemical and pharmaceutical branches
use chemometrics-based methodologies that were established
through regression analysis, classification analysis, and molec-
ular structure descriptors (Erdag, Haskologlu, Mercan, Aba-
cioglu, & Sehirli, 2023; Sultanoglu, Erdag, & Ozverel, 2023;
Tomić et al., 2020). However, as these approaches typically use
linear regression techniques, such as stepwise linear regression
(SWLR), single linear regression (SLR), and multilinear re-
gression (MLR), it is often difficult to make physical sense of
these models (D’Archivio, 2019). These descriptors are often
multidimensionally complex; thus, non-linear approaches such
as artificial intelligence (AI) technologies are the only way to
address them (Rodríguez-Díaz & Sánchez-León, 2019). Con-
ventional linear, static analysis, and other statistical techniques
are generally used in tR prediction. Statistical/chemometric
and experimental design methodologies should be combined
to evaluate the properties of various analytes and improve their
physical behaviours (Tayyebi, Hajjar, & Soltanali, 2019). Re-
gression analysis seems straightforward and uncomplicated;
however, it has some disadvantages when dealing with several
independent variables and reduces accuracy. The accuracy of
predicted parameters can be improved using multiple regression
analysis when creating a model (Abba et al., 2020). Recent tech-
nical research has used artificial intelligence and optimisation
techniques to address complicated issues in chromatography
and other instrumental methods of investigation. For instance,
previous studies have described the use of machine learning
to predict the retention characteristics of distinct small com-
pounds under various HPLC settings (Osipenko et al., 2020).
With an average absolute error of 46 s, the proposed strategy
outperformed previously used learning algorithms. A recent
study reported the use of artificial intelligence and ensemble

machine learning to predict the presence of methyclothiazide
and amiloride drugs using the HPLC technique (Usman, Isik, &
Abba, 2020). The proposed strategy for estimating the k-values
of agents demonstrated robust performance. Furthermore, the
use of hybrid models to predict the retention behaviour of thy-
moquinone using HPLC has been recently demonstrated (Us-
man, Isik, & Abba, 2020). The method exhibits the hybrid
technique’s capacity to more effectively simulate both the lin-
ear and nonlinear characteristics of the data.

In addition, a method for selecting an appropriate solvent gra-
dient for separating preparative peptides using machine learn-
ing was developed (Samuelsson, Eiriksson, Åsberg, Thorsteins-
dóttir, & Fornstedt, 2019). The procedure demonstrated that
the machine learning approach was effective in showing how
chromatographic settings affect retention behaviour. Artificial
neural networks (ANN) were used in a previous study to
clarify different types of amino acids using the HPLC tech-
nique (D’Archivio, 2019). In this study, multilayer percep-
tions (MLP), adaptive neuro-fuzzy inference systems (NF),
Hammerstein-Weiner (HW), and SWLR were used to simu-
late the effects of selected psychoactive agents using HPLC for
the first time. The main goal of this study was to use various
machine learning approaches to investigate the physicochem-
ical effects of two chromatographic conditions; column tem-
perature and mobile phase, on the retention behaviour of three
psychotropic substances.

MATERIALS AND METHODS

Machine learning techniques

Any data-driven technique must consider scientific principles
and data knowledge (Elkiran, Nourani & Abba, 2019). Temper-
ature and mobile phase were used as independent variables to
model the tR of three psychoactive substances (CLO, DIA, and
OXA). This research used machine learning approaches, such
as MLP, NF, HW, and SWLR models. MATLAB 9.3 was used
to perform the simulation. Then, the data were divided into
60% calibration and 40% verification. The best way to obtain
unbiased estimates of model performance for a small dataset
is to use the k-fold cross-validation technique, which is used
to test the performance of models for validation purposes. A
flowchart of the model process is shown in Figure 1.

The dataset was standardised to range from zero to one (stan-
dard scale) to increase the data integrity and reduce redundancy
using Equation (1).

𝑋𝑖 =
𝑥𝑢 − 𝑥𝑚𝑖𝑛

𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛

(1)

"𝑋𝑖" served as a normalised quantity, "𝑥𝑢" served as an unnor-
malised quantity, "𝑥𝑚𝑖𝑛" served as the minimum, and "𝑥𝑚𝑎𝑥"
served as the maximum quantity of the dataset.
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Figure 1. The flow chart of the proposed methodology.

Neuro-fuzzy algorithm

Neuro-fuzzy, a data-intelligence algorithm, mixes fuzzy logic
(FL) and neural network learning to handle ambiguous phe-
nomena in collaborative operations. NF is employed as an as-
sessment tool in the field because of its capacity to resemble real
functions. On the other hand, the surgeon approach has wider
application areas (Choubin, Khalighi-Sigaroodi, Malekian &
Kişi, 2016). The defuzzifier and defuzzifier are the basic build-
ing blocks of a fuzzy database system. Fuzzy logic involves the
use of membership functions to transform input data into fuzzy
values ranging from 0 to 1. Nodes that serve as membership
functions (MFs) make the input-output relationship modelling
possible. Numerous shapes and sizes of the main functions
exist, including triangular, sigmoid, gaussian, and trapezoidal
(Shojaeimehr & Rahimpour, 2018).

Considering that a first-order Sugeno fuzzy has two inputs
(x1 and x2) and one output (f), the following principles apply,
as shown in Equations (2) and Equation (3).

Law 1 : If 𝜇(𝑥1)𝑖𝑠 𝐴1 𝑎𝑛𝑑 𝜇(𝑥2)𝑖𝑠 𝐵1 𝑡ℎ𝑒𝑛 𝑓1 = 𝑝1𝑥1 + 𝑞1𝑥2
(2)

Law 2 : If 𝜇(𝑥1)𝑖𝑠 𝐴2 𝑎𝑛𝑑 𝜇(𝑥2)𝑖𝑠 𝐵2 𝑡ℎ𝑒𝑛 𝑓2 = 𝑝2𝑥2 + 𝑞2𝑥2
(3)

Parameters A1, B1, A2, and B2 are the main functions for the
x1 and x2 inputs. The parameters of the outlet function were p1,
q1, r1, and p2, q2, r2. The NF structure and formulation were
based on a five-layer neural network architecture. Extensive
studies have been conducted on the NF model in the litera-
ture (Karimi, Kisi, Shiri & Makarynskyy, 2013; Abba, Hadi &
Abdullahi, 2017).

Hammerstein-Weiner model

A nonlinear block precedes or opposes a linear dynamic struc-
ture in the Hammerstein-Wiener model. The HW was created
as a black-box model to identify nonlinear systems. The HW
structure is composed of parallel and series-connected nonlin-
ear dynamic and static blocks. Unlike other typical ANNs, the
HW model block has been identified as an excellent example
that is directly related to linear and nonlinear systems (Abba et
al., 2020). The HW model also includes a simple and flexible
approach to selecting parametric values for nonlinear models,
effectively capturing the physical details of the system proper-
ties (Pham et al., 2019).

Multilayer perceptron neural network

A multilayer perception neural network is one of the most preva-
lent types of ANNs that can handle a nonlinear environment.
Compared with other classes of ANNs, researchers consider
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this universal approximator (Ghorbani, Deo, Yaseen, Kashani
& M0hammadi, 2017). The structure of the MLP consists of an
input layer, a hidden layer, and an output layer, as in other well-
known ANNs (Kim & Singh, 2014). The signal is translated
and sent using weights and biases from the input layer to the
output layer through a series of mathematical processes. The
Levenberg-Marquardt algorithm was employed as the learning
algorithm to reduce the error between the observed and pre-
dicted values. The set training procedures were repeated until
the intended results were obtained. MLP has an input, one or
more hidden layers, and output layers in a structure similar to
an ANN.

𝑦𝑖 =

𝑁∑︁
𝑗=1

𝑤 𝑗𝑖𝑥 𝑗 + 𝑤𝑖0 (4)

In Equation (4), the total number of nodes within the top
layer of a node is denoted by N. 𝑤 𝑗𝑖 was the weight between
nodes i and j in the upper layer; 𝑥 𝑗 was the output derived from
node j; w𝑖0 was the bias in the node i and 𝑦𝑖 was the input signal
of node i that crosses through the transfer function.

Evaluation metrics and machine learning methods

In general, linear regression (LR) is one of the most commonly
used computational techniques for modelling various input and
output variables is linear regression (LR). When choosing the
optimal set of parameters for the best prediction accuracy of the
output variable, it is important to keep in mind that there is a
link between single and multiple variables. According to several
modellers, systematic regression is an advancement in selection
that makes use of the optimal input dataset by removing or
including variables while considering the residual sum of the
squares into account (Abba et al., 2020). The SWLR model
adheres to the variables’ systematic shifts by assessing their
effects. To reduce the impact of any variable, each variable
that does not support and fulfil the mechanism of the model is
eliminated one by one. MLR can be used to explain the concept
of the SWLR model (Lee, Han, Lee, & Yoon, 2017).

Any data-driven approach’s output accuracy is often eval-
uated using a variety of metrics based on a comparison of
calculated and anticipated values (Usman, Isik, Abba & Mer-
içli, 2021). To determine the determination coefficient (DC)
(Equation (5)), correlation coefficient (CC) (Equation (6)), and
evaluation of the two models (Chandwani, Vyas, Agrawal, &
Sharma, 2015), we used two statistical errors, namely root-
mean-squared error (RMSE) and mean-squared error (MSE),
as shown in Equations (7) and (8).

𝐷𝐶 = 1 −
Σ𝑁

𝑗=1 [(𝑌 )𝑜𝑏𝑠, 𝑗 − (𝑌 )𝑐𝑜𝑚, 𝑗 ]2

Σ𝑁
𝑗=1 [(𝑌 )𝑜𝑏𝑠, 𝑗 − (𝑌 )𝑜𝑏𝑠, 𝑗 ]2

(5)

𝐶𝐶 =
Σ𝑁
𝑖=1 (𝑌𝑜𝑏𝑠 − 𝑌𝑜𝑏𝑠) (𝑌𝑐𝑜𝑚 − 𝑌 𝑐𝑜𝑚)√︃

Σ𝑁
𝑖=1 (𝑌𝑜𝑏𝑠 − 𝑌𝑜𝑏𝑠)2Σ𝑁

𝑖=1 (𝑌𝑐𝑜𝑚 − 𝑌 𝑐𝑜𝑚)2
(6)

𝑀𝑆𝐸 =

√︄
Σ𝑁
𝑖=1 (𝑌𝑜𝑏𝑠𝑖 − 𝑌𝑐𝑜𝑚𝑖)2

𝑁
(7)

𝑀𝑆𝐸 =
1
𝑁
Σ𝑁
𝑖=1 (𝑌𝑜𝑏𝑠𝑖 − 𝑌𝑐𝑜𝑚𝑖)2 (8)

Here, N,𝑌𝑜𝑏𝑠𝑖 , Y 𝑎𝑛𝑑 Y𝑐𝑜𝑚𝑖 were data number, data observed,
average value of the data observed, and computed values, re-
spectively.

Data set and model validation

The data used in the present study were collected from a pre-
vious experimental study (Jouyban et al., 2009). The main ob-
jective of successful data-driven techniques is to ensure that
the model provides a set of data from indicators that can be
used as a basis for reliably predicting unknown variables. Con-
sidering restrictions like overfitting, the satisfactory training
performance may not always match the testing performance.
The most important advantage of the k-fold cross-validation
procedure is that the validation set and training sets are inde-
pendent in each round (Samuelsson et al., 2019). Therefore,
taking into account k-fold cross-validation, we divided the data
in this study into 60% for the calibration (training) phase and
40% for validation. Thus, we have demonstrated the impor-
tance of validating the dataset using additional techniques, as
reported in a similar study (Abba, Usman, & Isik, 2020).

RESULTS AND DISCUSSION

Retention time is critically important for detecting fraud and
misuse in complex matrix media such as food, drinks, drugs,
and environmental samples. First, when substances are anal-
ysed using chromatographic techniques like HPLC, the reten-
tion time serves as a unique fingerprint for the compounds. De-
viations from the expected retention times may indicate fraud,
such as the addition of foreign chemicals as adulterants or il-
legal drugs. Analysts can detect potential fraud or adulteration
by comparing the retention times of suspicious samples with
those of genuine reference standards (Zhang et al., 2024).

Second, in the pharmaceutical industry, retention time is es-
sential for verifying the authenticity of medication composi-
tions. Genuine pharmaceuticals may exhibit different retention
properties compared to counterfeit drugs due to the use of
substandard or inactive ingredients. Analysts can identify dis-
crepancies that may counterfeit medications by examining the
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retention times of excipients and active pharmaceutical ingre-
dients (APIs) (Fine, Mann, & Aggarwal, 2024).

Third, retention time is utilised in forensic toxicology and
drug testing to detect and quantify drugs of abuse in biological
samples, such as blood, urine, and hair. Variations in the re-
tention time may indicate adulterants or illicit drug analogues,
which are substances used to mask drugs in standard screening
procedures. Forensic laboratories can enhance the detection of
new chemicals or adulterants in biological specimens by devel-
oping retention time libraries for well-known drugs and their
metabolites (Zhang et al., 2024).

The way machine learning works is based on learning in-
teractions and identifying complex nonlinear patterns in em-
pirical data. These techniques are also effective in the absence
of predetermined regression equations with deliberate choices.
A regression problem with temperature and mobile phase as
independent variables was used to predict and simulate the re-
tention characteristics of psychotropic substances. In this study,
the experimental data from previous analyses were applied un-
der various chromatographic conditions. Before modelling, the
data were preprocessed with data normalisation and partition-
ing.

Although HPLC is a well-established technique for deter-
mining retention times, it can be time-consuming and resource-
intensive. Machine learning models built on existing HPLC data
can potentially predict benzodiazepine retention times more
quickly and efficiently. This approach might be particularly
useful in scenarios requiring rapid analysis or high-throughput
screening (Osipenko et al., 2020). However, conducting HPLC
experiments, especially with numerous samples or compounds,
can be expensive due to the need for specialised equipment,
reagents, and skilled personnel. Predictive models can help re-
duce these costs by minimising the number of samples required
for experimental analysis, allowing researchers to focus on the
most promising candidates (Sahu et al., 2018).

Furthermore, machine learning models can reveal complex
relationships between molecular structures and retention be-
haviours that are not evident through traditional analytical
methods. By analysing a large dataset of benzodiazepines with
known retention times, these models can identify structural
features or descriptors that significantly influence retention be-
haviour, offering insights into the molecular mechanisms in-
volved (Usman, Isik, & Abba, 2022).

In analytical laboratories, predictive models can also serve
as valuable tools for quality assurance and control. Researchers
can quickly identify potential deviations or anomalies by com-
paring predicted retention times with experimental data, en-
suring the accuracy and reliability of analytical results (Isik,
Usman, & Abba, 2023). Additionally, machine learning mod-
els based on retention time data can be integrated into virtual
screening pipelines to prioritise drugs for further experimental
validation. By predicting retention times for large libraries of

virtual compounds, researchers can accelerate the drug devel-
opment process by prioritising candidates with suitable reten-
tion properties for synthesis or biological testing.

Moreover, while retention time data are crucial for qualitative
analysis, particularly in chromatographic separations, analysts
must consider the potential impact of matrix effects on reten-
tion time predictions. They should take steps to mitigate these
effects through method optimisation, sample preparation, and
the use of complementary analytical techniques, such as mass
spectrometry (MS), to confirm compound identity based on
molecular weight, fragmentation patterns, and other structural
information. Additionally, calibration curves or standard addi-
tion methods can help address matrix effects by accounting for
variations in sample composition, ensuring accurate compound
identification in complex samples (Gibbs, 2014).

Equation (1) was used to standardise the input and target data
prior to using the machine learning techniques. The purpose of
the normalisation process is to eliminate redundant information
and create a uniform scale for the data. The data integrity was
improved using the traditional normalisation procedure. The
descriptive data and basi details were reported in a previous
study (Hadi et al., 2019). The dependent variables CLO, DIA,
and OXA have mean and mean values of 3.45%, 4.96%, and
3.75%, respectively. According to the low skewness values, the
experimental data were considered reliable for analysis.

The correlation matrix of past experimental data is linearly
presented in Figure 2 to highlight the key input variables. Fur-
thermore, the matrix exhibited a weak inverse relationship with
temperature and a strong inverse relationship between the mo-
bile phase and the tR of CLO, DIA, and OXA, respectively. The
application of traditional modelling techniques to such complex
interactions is trivial, as evidenced by the weakness of corre-
lation values; thus, it is imperative to develop more robust and
flexible tools.

The optimal architectures for the MLP, HW, SWLR, and NF
models was optimised and selected using trial and error. RMSE
and MSE were used to describe the error depicted by the models
in both the calibration and validation phases, while DC and
CC were used to evaluate the simulation results in terms of
agreement between the experimental and predicted values. NF
and MLP showed a strong agreement between the simulated
and experimental tR values. With DC values of 0.9999 and
0.9999 in the calibration and validation phases, respectively,
NF exhibited higher performance capabilities than the other
three approaches according to a close comparative examination
of Table 1.

The ability of these models to handle highly chaotic and com-
plex nonlinear data is demonstrated by the better goodness-of-
fit information for DC and CC and the lower RMSE and MSE
performance error information for NF and MLP. Performance
error of models reporting MSE. A further comparison of per-
formance capabilities revealed that NF improved the prediction
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Figure 2. Correlation matrix of the variables.
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Table 2. Performance of four different data-driven technique in modelling Diazepam.550

551

Calibration Verification

DC CC MSE RMSE DC CC MSE RMSE

NF 0.9998 0.9999 7.968E-10 2.82E-05 0.999997 0.999999 5.41E-10 2.33E-05

HW 0.99911 0.999555 8.47124E-05 0.009204 0.477211 0.690805 0.000108 0.01039

MLP 0.985413 0.99268 0.001389049 0.03727 0.964295 0.981985 7.37E-06 0.002715

SWLR 0.47615 0.690036 0.049883222 0.223346 0.216053 0.464815 0.000162 0.012724

552

553

Table 3. Performance of four different data-driven techniques in modelling Oxazepam.554

Calibration Verification

DC CC MSE RMSE DC CC MSE RMSE

NF 0.9988 0.9998 1.84858E-09 4.3E-05 0.999999 0.999999 1.68E-10 1.3E-05

Calibration Verification

DC CC MSE RMSE DC CC MSE RMSE

NF 0.9999 0.9999 7.60559E-10 2.76E-05 0.9999 0.9999 7.81E-10 2.79E-05

HW 0.647846 0.804889 0.031259399 0.176803 0.6387 0.799187 0.043567 0.208727

MLP 0.999939 0.99997 5.39E-06 0.002321 0.824609 0.90808 9.01E-06 0.003002

SWLR 0.637429 0.798391 0.032184117 0.179399 0.734241 0.856879 1.37E-05 0.003696

accuracy of HW, MLP, and SWLR by 36.03%, 17.53%, and
26.57%, respectively, in the validation phase.

The statistical indices (R2, CC, MSE, and RMSE) used to
evaluate the performance prediction of the proposed study were
sufficient to assess the effectiveness of the model, taking into
account both errors and goodness-of-fit standards. As shown
in Table 2, it was possible to observe how well each model
performed in terms of the statistical criteria. With an average
performance efficiency of 98% compared to 47% for the linear
model, the performance results demonstrate the reliability of
the non-linear models NF, HW, and MLconcerning SWLR.

To compare the performance results obtained in the current
study with those reported in recent literature, Pasin et al. utilised
an MLP model to predict the retention time of various new psy-
choactive substances (NPS), achieving DC values of 0.942. In
contrast, the results from our current work using MLP and NF
models surpassed those reported by Pasin et al., as indicated
by higher DC values (Pasin, Mollerup, Rasmussen, Linnet,

& Dalsgaard, 2021). Additionally, previous research imple-
mented a genetic algorithm (GA), multiple linear regression
(MLR), and partial least squares (PLS), as well as nonlinear
regression techniques, such as kernel PLS (KPLS) and the
Levenberg–Marquardt artificial neural network (L–M ANN),
to model the retention times of different sedative agents. The
correlation coefficients (CC) of the GA-KPLS and L–M ANN
models for the training and test sets were 0.921, 0.960, 0.892,
and 0.925, respectively. In comparison, the best-performing
model in our study, namely NF, demonstrated an exceptional
average CC value of 0.9999 in both the training and testing sets
for the three psychoactive agents (Noorizadeh, & Noorizadeh,
2012).

Furthermore, Lee et al. applied three models—ANN, support
vector machine (SVM), and k-nearest neighbour (k-NN)—to
predict the retention times of unknown controlled substances
and new psychoactive substances. Using 193 LC–MS-MS bar-
code spectra as an external test set, the accuracy of the ANN,
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DC CC MSE RMSE DC CC MSE RMSE

NF 0.9988 0.9998 1.84858E-09 4.3E-05 0.999999 0.999999 1.68E-10 1.3E-05

Calibration Verification

DC CC MSE RMSE DC CC MSE RMSE

NF 0.9999 0.9999 7.60559E-10 2.76E-05 0.9999 0.9999 7.81E-10 2.79E-05

HW 0.647846 0.804889 0.031259399 0.176803 0.6387 0.799187 0.043567 0.208727

MLP 0.999939 0.99997 5.39E-06 0.002321 0.824609 0.90808 9.01E-06 0.003002

SWLR 0.637429 0.798391 0.032184117 0.179399 0.734241 0.856879 1.37E-05 0.003696

SVM, and k-NN models was 72.5%, 90.0%, and 94.3%, re-
spectively. However, these figures are comparatively lower than
those obtained in our current study, particularly for our best-
performing models, namely, the NF and MLP (Lee et al., 2022).
Hence, based on the literature review, it is evident that the NF
and MLP models are robust and serve as effective tools for
predicting retention times.

The performance of the models was illustrated using a scatter
plot to show the performance errors according to the goodness
of fit and the corresponding RMSE values (Figure 3).

The results demonstrate that the three machine learning-
based models outperform the traditional SWLR in predicting
the tR of the DIA in terms of both goodness of fit and perfor-
mance error. In addition, the Taylor diagram provides a useful
visual tool for comparing the performance of the models (Fig-
ure 4). Several statistical measures are described in the Taylor
diagram, including standard deviation, CC, DC, and RMSE.
Due to its wide range of applications, the Taylor diagram
has been used in numerous disciplines, including hydrological
modelling, wastewater management, and water engineering. As
shown in Figure 4, all machine learning techniques (NF, MLP,
and HW) demonstrated greater fitness throughout both the cal-
ibration and verification phases. The graph generally indicates
that all models demonstrated higher performance and can be
used to model the DIA.

Table 3 presents a comparison of four different data-driven
methods (MLP, NF, HW, and SWLR models) for OXA simula-
tion in the development of HPLC methods. The results indicate
that the MLP model has the most robust predictive capabil-
ity, marginally surpassing the NF model based on the evalu-
ation parameters employed in this study. The hierarchical or-
der MLP>ANFIS>SWLR>HW can be used to demonstrate the
performance effectiveness of the models. In this study, the per-
formance of the models was examined using the CC evaluation
metric in both the calibration and validation phases.

Consequently, the principal limitations of the current study
include the limited training data and the complexity of reten-
tion behaviour. The retention behaviour of psychoactive agents

in HPLC is influenced by multiple factors, such as compound
structure, polarity, ionisation state, and interactions with the
stationary and mobile phases. Accurately capturing the full
complexity of retention behaviour in a machine learning model
requires advanced feature engineering and sophisticated algo-
rithmic approaches.
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Figure 3. Scatter plots of NF, HW, MLP, and SWLR modelling for tR of CLO (A), DIA (B), and OXA (C), respectively.

Figure 4. Taylor plot modelling for DIA.
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22

Calibration Verification

DC CC MSE RMSE DC CC MSE RMSE

NF 0.9988 0.9998 1.84858E-09 4.3E-05 0.999999 0.999999 1.68E-10 1.3E-05

HW 0.470921 0.686237 0.04790947 0.218882 0.221635 0.470781 9.78E-05 0.009891

MLP 0.999881 0.999941 1.07481E-05 0.0032 0.923293 0.960882 9.64E-06 0.003105

SWLR 0.759768 0.871647 0.021753598 0.147491 0.764478 0.874345 2.96E-05 0.005441

557

558

Figures559

560

Figure 1. The flow chart of the proposed methodology.561

562

CONCLUSION

The effects of different chromatographic settings often influ-
ence the estimation of different analytes. In this study, the reten-
tion characteristics of three different psychoactive drugs (CLO,
DIA, and OXA were modelled under two different mobile phase
and column temperature . The performances obtained by the
agents demonstrate the accuracy of the machine learning tech-
niques, in particular NF and MLP, which predicted all three
drugs with superior performance in both training and testing
phases using four different evaluation criteria. The correlation
matrix revealed a significant inverse relationship between the
dependent variable tR and the mobile phase, leading to the mo-
bile phase as the dominant parameter of column temperature.

In conclusion, the models proposed by MLP and NF can
simulate the retention behaviour of each of the three agents.
Furthermore, it is recommended to use additional models and
optimisation techniques such as support vector machine (SVM),
extreme learning machine (ELM), Harris Hawks optimisation
(HHO) technique, genetic algorithms (GA), and particle swarm
optimisation (PSO), to improve tR in psychoactive drug pre-
diction.
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