
Selcuk SEVGEN et al.  / IU-JEEE Vol. 17(1), (2017), 3205-3211 

 

Received on: 27.09.2016 

Accepted on: 31.01.2017 

        
 

 
 

 

SOLVING SUDOKU PUZZLE with NUMBERS RECOGNIZED  

by USING ARTIFICIAL NEURAL NETWORKS   
 

Selcuk SEVGEN, Emel ARSLAN, Ruya SAMLI 

 

 
Department of Computer Engineering, Istanbul University, Istanbul, Turkey 

{sevgens, earslan, ruyasamli}@istanbul.edu.tr 

 

Abstract: This paper proposed a method to solve 9×9 SUDOKU puzzles automatically. To this end, a captured puzzle 

image is used, the numbers in this image are recognized by using Artificial Neural Networks (ANN) and a 9×9 number 

array with these numbers is constituted, respectively. Then, the proposed method is applied to the prepared numerical 

array for solving the puzzle. The validity of the proposed method is demonstrated with results from an example 9 × 9  

SUDOKU puzzle image. 
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1. Introduction 
 

    Computer games which have various mathematical, 

algorithmic and visual properties are important 

research issues of computer science. Hence, they can 

be used for solving real world problems such as 

education [1-7], mathematics  

[8-15] and fitting problems [16-18]. 

    SUDOKU is a puzzle-typed game not related to 

mathematics directly although it has numerical 

components. The game is based on  filling a 9×9 grid 

so that each column, each row and each of the nine 3×3 

sub-grid contains all of the numbers from 1 to 9. 

Examples of standard and modified SUDOKU grids 

are shown in Fig.1. 

    There are various studies which examine SUDOKU 

in the related literature. A hybrid AC3-tabu search 

algorithm is used for solving the puzzle [14]. 

Permutations are generated for candidate values of 

empty cells in SUDOKU puzzle [15]. Some studies 

analyzed SUDOKU considering it as a subclass of the 

Latin squares [19, 20] and the rules of the puzzle for 

solving are rewritten [21]. 

    This study focuses on proposing a method for 

solving a standard SUDOKU puzzle by making use of 

image processing and ANN. The rest of the paper is 

organized as follows: in Section 2, the ANN structure 

is explained; in Section 3, our proposed method is 

presented and finally in Section 4, the conclusions and 

future work are given.  

 

2. Artificial Neural Networks 
 

    In recent years, image processing has found many 

application areas such as medicine, engineering, 

security etc. ANN is an eficient tool used in image 

processing. The ANN structure and the training algorithm 

used in this study are back-propagation artificial neural 

network (BP-ANN) and Levenberg-Marquardt (L-M) 

algorithm [22, 23]. 

 

 
         (a) Standart SUDOKU grid 

 

 
(b) Modified SUDOKU grid 

 

Figure 1. Example SUDOKU images 

 

    The ANN model used in the study consists of three 

layers of neurons as input, hidden and output as depicted in 

Fig. 2. The input layer of this system consists of the number 

images which are represented by matrices. In the training 

process of this type of network, the connection weights are 
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updated to minimize the error between the correct and 

estimated values of the system variables [24]. 

    A hidden or output unit in the ANN operates as 

follows : 
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where 

jy : transformed output by the jth hidden or output 

node, 

f : activation function, 

jiw : the synaptic weight from the ith node to jth node, 

ix  : input node, 

jb : bias at jth node 

 

 
 

Figure 2. ANN structure used in this study 

 

3. Proposed Method 
 

3.1. Image Recognition 
 

    In this section, the steps for image recognition as 

image segmentation, system training and numerical 

array constitution are explained. The resolution of 

input SUDOKU image is 532 × 474 pixels. 

Image segmentation: The aim of this step is dividing a 

one-piece grid image into 81 cells (sub-images). The 

cells have the possibility of containing 1-9 numbers or 

they can be empty. Sub-images are transformed to 

binary images, then, edge detection process is applied 

to determine whether there is an object or not. If any, 

the numerical value of the object is recognized by 

ANN. 

System training: In the ANN, there are 3135 inputs 

representing 55 × 57 pixels in every image of the 

training set, 9 outputs (1-9 numbers) and a hidden layer 

with 10 neurons. The input image is transformed to a 

binary image, then, the matrices for numbers are 

transformed to a column vector form. The 9 column 

vectors are collected in an input array. As output value, a 9 

× 9 identity matrix is constituted. The input values are used 

as 70%, 15% and 15% for training, validation and test, 

respectively. The error value is chosen as 10-7. The 9 output 

neurons produce outputs which must be 0 or 1. The value of 

1 in the column represents the desired number. 

Numerical array constitution: The sub-images in the study 

are transformed to a 9 × 9 numerical array via the principles 

below: 

 if there is a number in the sub-image, this determined 

number value is placed to the corresponding index in 

the array, 

 if any number cannot be determined in the sub-image, 

the corresponding value in the array is 0, 

otherwise -1 value is placed to the array. 

 

3.2. Puzzle Solving 
 

    The algorithm must firstly decide if the current element 

of the array is 0 or not. Since 0 value means it is an empty 

cell in the SUDOKU and the appropriate value must be 

replaced to corresponding element, a candidate vector as  

([1 2 3 4 5 6 7 8 9]) is constituted.  

If the element is not 0, a [X 0 0 0 0 0 0 0 0] vector is 

constituted, where X is the numerical value of the element. 

The whole algorithm is depicted in Fig. 3. 

      The explanation of the proposed algorithm is given 

below: 

A[i][j]: The matrix which has all the recognized 

numbers in the SUDOKU grid. 

Temp A[i][j][ ]: The temporary array which has 

vectors as [1 2 3 4 5 6 7 8 9] or [X 0 0 0 0 0 0 0 0] instead 

of each element in A[i][j] according to being 0 or not. 

CANDIDATE: The [1 2 3 4 5 6 7 8 9] vector 

which consists of all the possible choices. 

STEP 1 : For all i and j, check whether A[i][j] is 0 

or not. 

      If so, 

Temp A[i][j][ ] = [1 2 3 4 5 6 7 8 9] (it means, the 

appropriate value of the position will be searched from this 

row) 

      Otherwise  

Temp A[i][j][ ]=[[A[i][j]] 0 0 0 0 0 0 0 0] (it 

means the appropriate value is settled to the position) 

STEP 2: Eliminate the known values in the ith row 

of Temp A from the CANDIDATE vector. 

STEP 3: Eliminate the known values in the jth 

column Temp A from the CANDIDATE vector. 

STEP 4: Divide Temp A array into 9 3 × 3 sub-

arrays. 

STEP 5: Eliminate the known values in all 3 × 3 

sub-arrays in Temp A from CANDIDATE vector. 

STEP 6: Put the 3×3 sub-arrays together as Temp 

A[i][j][ ] array again. 

STEP 7: If any Temp A[i][j][ ] element from 

CANDIDATE vector ≠ 0 GOTO Step 1 

Else it means the puzzle is solved properly. 
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Figure 3. The flowchart of the proposed algorithm 

 

 

3.3. Experimental Results 
 

    The captured 9 × 9 SUDOKU image of 32 × 474 

pixels is given in Fig. 4. By the segmentation of that 

image, 81 sub-images (with or without a number) are 

obtained. Example sub-images obtained from this 

process are given in Fig. 5. Next step includes the 

transformations between RGB form and binary form of 

the image. Additionally, edge detection and number 

recognition are also implemented in this step. For 

instance, the recognition steps of number 5 are depicted 

in Fig 6. 

    The number recognition step of this study in the Fig. 

6 can be also called training procedure. We use the 

number set for the training process which is shown in 

Fig. 7. The fonts of the number set in SUDOKU image 

and in ANN training procedure differ from each other 

for the purpose of providing the independency of fonts. 

An example of ANN training results is shown in Fig. 8. 

As it can be seen easily from the figure, the system 

reached the desired error value in 1613th iteration. 

     The recognition results of numbers 1, 2 and 5 are 

shown in Fig. 9 as an example. In each column, the 

row whose numerical value is closest to 1 represents 

the desired number. Then, the recognized numbers 

constitute an array as explained in Section 3.1 and this 

array is given in Fig.10. As explained in Section 3.2, 

the puzzle solving algorithm is implemented to the 

array. The temporary array (Temp A in the algorithm) 

is constituted as in Fig. 11. 

 

 

 

 

 

 

 

 
 

Figure 4. The SUDOKU image of 532 × 474 pixels 

 

 
 

Figure 5. An example of sub-images obtained by using 

segmentation process 
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Figure 6. Image processing steps of number 5 

 

 
 

Figure 7. The font of ANN training number set 

 

 
 

Figure 8. An example of ANN training result 

 

 
 

Figure 9. The recognition results of numbers  

1, 2 and 5 
 

 
 

Figure 10. The numerical array 

 

 

 
 

Figure 11. Temporary array 

 

In the next step, the rows of temporary array are checked and 

the known numbers are eliminated since they cannot be a 

candidate for the solution. The new version of the temporary 

array is given below (Fig. 12). The elimination process is 

implemented to columns similar to rows. Fig. 13 shows the 

new version of the temporary array. The elimination process 

is implemented to 3 × 3 sub-arrays similar to rows and 

columns. In Fig. 14, the  final version of the temporary array 
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is shown. These elimination steps must be repeated until each 

CANDIDATE vector has a single value. The final solution of 

the puzzle in this study is shown in the Fig. 15. 

 

4. Conclusion and Future Work 
 

     In this study, we have implemented a hybrid 

SUDOKU puzzle solving algorithm for the purpose of 

recognizing the numbers in a SUDOKU image and 

finding the solution of the puzzle. Our study differs 

from similar studies in the literature via the reasons 

below:  

• it considers both number images and empty square 

images in the same way, 

•  it transforms all images (numbers and empty cells) to 

a numerical array.  

    We have also observed that the resolution of the 

image, the noise in the image and font of the texts have 

an important effect on the performance of the proposed 

algorithm. We should mention here that our current 

paper is an extensively improved version of [25]. 

    In future work, the proposed algorithm may be 

improved by using new images and image recognition 

methods. Also, it is known that some computer games 

such as Tetris and SOKOBAN are used for real-world 

fitting problems. Therefore, we think that there is a 

possibility for using SUDOKU for the same purpose. 

This study constitutes the first step of our thought and 

this algorithm may be improved for real-world fitting 

problems. 

 

 

 

 
 

Figure 12. The new version of the temporary array after row elimination 

 

 
 

Figure 13. The new form of the temporary array after column elimination 
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Figure 14. The final version of the temporary array after 3 × 3 sub-array elimination 

 

 
 

Figure 15. The final solution 
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