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1. INTRODUCTION 
 

Internet of Things (IoT) devices benefit us from many 
applications in diverse areas, such as health management, 
military monitoring, and environmental measurements. The 
IoT devices collect or generate some data based on the usage 
purpose. In order to evaluate the data, it should be harvested 
periodically. For this purpose, an autonomous vehicle can visit 
all IoT devices and collect the data. Unmanned aerial vehicles 
(UAV) and unmanned ground vehicles (UGV) are well-known 
autonomous vehicles for data harvesting. These vehicles 
generally use electric and similar components. However, they 
also differ in many aspects, such as maneuverability, speed, 
battery capacity, and cost. The energy in the vehicle’s battery 
should be sufficient to perform the abovementioned operation. 
Accordingly, the vehicle should be chosen according to the 
environment, time, and cost of data harvesting. However, 
energy efficiency is a significant issue for data harvester 
autonomous vehicles. Therefore, the best trajectory planning is 
needed to ensure optimum energy efficiency. Accordingly, we 
propose a novel framework where an autonomous vehicle must 
cover a maximum number of IoT devices to maximize the 
harvested data. Then, we propose a Q-Learning Based Obstacle 
Avoidance Data Harvesting method, called QOA-DH, which 

provides trajectories for the autonomous device to maximize 
the number of visited IoT devices during their first attempt (no 
battery replenishment).  

This paper compares two unmanned vehicles, UAV and 
UGV, with various features detailed in Section 3. Finally, we 
perform a comprehensive experiment to assess the performance 
of the trajectories provided by the QOA-DH concerning the 
different features of UAV and UGV. 

The remainder of this paper is structured as follows. In 
Section 2, we provide the literature review for Q-learning-
based trajectory designs. Section 3 describes Q-learning, while 
the proposed QOA-DH model and assumptions are presented 
in Section 4. In Section 5, simulation details and performance 
analyses are provided. Lastly, we conclude the paper in Section 
6.   

 

2. RELATED WORKS 
 
Data harvesting from IoT devices by an autonomous 

vehicle is a fast, reliable, and economical approach. The UAV 
is a commonly used data harvester vehicle, and it is 
independent of the roads and can visit IoT devices more quickly 
from UGV. But, the battery capacity of the UAV is limited 
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compared to the UGV. To evaluate an effective data collection 
process, optimum trajectory planning is desired. Therefore, 
Artificial Intelligence (AI) based trajectory planning studies 
have been presented in the literature [1]. Swarm UAVs can 
harvest data simultaneously, but trajectory planning for swarms 
needs more effort, time, and processing power for trajectory 
planning [2, 3, 4]. 

On the other hand, 2D path planning needs less effort with 
the probabilistic roadmaps (PRM) algorithms [5, 6] from 3D 
path planning [7]. In some research, after the swarm UAVs 
collect the data, the data is immediately loaded into the cloud 
[8, 9, 10]. These swarm data harvesters use the global system 
for mobile communications (GSM) to load the data to the 
cloud. This process leads to a time difference between sensor 
data. 

A UGV can visit more IoT devices than a UAV because of 

its large battery capacity. Although the UGV has a larger 

battery capacity, time and efficiency should be considered 

during data harvesting. Consequently, trajectory planning is 

quite essential for the UGV. The meta-heuristic search 

algorithms can help to determine the optimum trajectory. 

Particle swarm optimizer (PSO) is another approach to 

planning the right trajectory [11]. Ant colony optimization 

method presents remarkable results in optimal path planning 

[12]. Near-optimal algorithm [13] gives better results than A* 

in a static environment. Finally, local-search-based and edge-

learning systems are used to determine the efficient trajectory 

[14, 15]. 
 

 

3. REINFORCEMENT LEARNING 
 

Machine Learning (ML) can be categorized into three 

techniques; supervised learning, unsupervised learning, and 

reinforcement learning. Reinforcement Learning (RL) differs 

from other techniques in attempting a specific task in a 

previously unknown environment [16]. In RL, an agent takes 

actions based on a policy to achieve a goal in an unknown 

environment. To do that, the agent tries to learn a policy to 

maximize the value and reach the specific task. As seen in Figure 

1, the agent moves from the state 𝑠𝑡 ∈ 𝑆 by taking an action 𝑎𝑡 ∈
𝐴 concerning the reward 𝑟𝑡+1 ∈ 𝑅 obtained from the previous 

experiences [17, 18, 19]. 

Figure 1.  Reinforcement Learning Framework 

 

There are several RL algorithms in the literature; one is the 
Q-learning algorithm. Q-Learning is used to find the optimal 
action-value function for an agent in an environment. The Q-
Learning algorithm is based on the principle of learning from 
experience and updating the agent's knowledge based on the 
rewards it receives from the environment. One of the earliest 
works on Q-Learning was done in 1992 when they introduced 
the Q-Learning algorithm for learning the optimal action-value 

function for an agent in a finite Markov Decision Process 
(MDP) environment [20]. They showed that the Q-Learning 
algorithm converges to the optimal action-value function under 
certain conditions, such as the existence of a unique fixed point 
and the use of a sufficiently small learning rate. The actor-critic 
approach has been proposed to improve the Q-Learning 
algorithm in the following years [21]. State-Action-Reward-
State-Action (SARSA) is similar to Q-Learning. Still, it uses 
the action selected by the agent in the next state, rather than the 
action with the maximum value, to update the action-value 
function. This makes SARSA more suitable for online learning 
and dealing with problems where the optimal action may not 
be known in advance [22]. The Q-Learning algorithms are used 
to solve many problems in the literature. For example, robotics 
are trained to avoid obstacles in unknown environments [23]. 
Another approach that the algorithm is used to train agents and 
play complex games such as Chess and Go [24]. Besides, Q-
Learning is used in other applications, including finance, 
healthcare, IoT, and control systems [25, 26, 27, 28, 29].  

Q-learning algorithm that uses a Q-table 𝑄(𝑠, 𝑎), Where 𝑆 
is the set of states, and A represents the set of actions that the 
agent can take. In state 𝑠 ∈ 𝑆, 𝑄(𝑠, 𝑎) is updated with the 
equation (1) when the agent takes an action 𝑎 ∈ 𝐴 [18, 19]. 

𝑄𝑡+1(𝑠𝑡 , 𝑎𝑡) = 𝑄𝑡(𝑠𝑡 , 𝑎𝑡) +  𝛼(𝑟𝑡 + 𝛾𝑚𝑎𝑥𝑎𝑄𝑡(𝑠𝑡+1, 𝑎𝑡) 

                             −𝑄𝑡(𝑠𝑡 , 𝑎𝑡))                                                   (1) 

where the agent obtains the instant reward 𝑟𝑡 ∈ 𝑅 while 
moving from state 𝑠𝑡 to state 𝑠𝑡+1. The discount factor 𝛾 ∈
(0,1] stabilizes the immediate and future reward. The Learning 
Rate 𝛼 ∈ (0,1] is a hyperparameter correlating the new value 
with the previous value. 

 

4. SYSTEM MODEL and PROBLEM STATEMENT 
 

In this section, we first introduce the system model of the 
proposed Q-learning Based Obstacle Avoidance Data 
Harvesting (QOA-DH) Model for UAV and UGV.  

 

4.1. System Model  
 

We consider a network composed of a Base Station (BS), 
which is also a Terminal Station, and a grid world (𝑀(𝑋, 𝑌)) 
where the UAV or UGV can start-finish its duty from BS. We 
consider UAV and UGV responsible for data harvesting from 
IoT devices, which are yellow circles in Fig. 2a. Our goal is to 
maximize the total number of visited IoT devices with 
minimum battery consumption and time interval. For this 
purpose, we use a grid-based map, as seen in Figure 2a, where 
the red cell represents BS, yellow circles are IoT devices, and 
black cells are obstacles (a.k.a. walls). Therefore, we formulate 
our QOA-DH Model as a tuple <  𝑉, 𝑆, 𝐴, 𝑅, 𝛾, 𝛼 > represents 
the type of the vehicle (agent) 𝑉, the set of states 𝑆, the set of 
actions spaces 𝐴, reward function 𝑅(𝑠, 𝑎), the future discount 
factor 𝛾, and learning rate 𝛼, respectively. An agent (UAV or 
UGV) selects an action 𝑎𝑡  ∈  𝐴 in time 𝑡 based on its state 𝑠𝑡 ∈
𝑆, which is the location of the agent in time 𝑡. The action set 𝐴 
includes up, down, left, and right in the current state of the 
agent. In each step, the agent consumes the battery as follows:  

for 𝑎𝑡 ∈ 𝐴, 𝐵𝑡(𝑉) =  𝐵𝑡(𝑉) − 𝜂(𝑉)                                  (2) 
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where 𝐵𝑡(𝑉) is the remaining battery of the agent at time 𝑡 
and 𝜂(𝑉) represents battery consumption in each step 𝑎𝑡. The 
battery of the agent is 100 at the beginning. The battery 
consumption differentiates concerning the technology used for 
the vehicles. Since high-capacity batteries cause excessive load 
on UAVs, batteries with low capacity are used. Therefore, 
UAVs consume more battery than UGVs for the same number 
of actions. 

When an agent takes action, it earns a reward (or 
punishment) based on the Reward function, an essential 
parameter for optimizing the algorithm. Since we have two 
different agents, we carefully present the reward function as 
follows: 

𝑅𝑠,𝑎(𝑉) = {
𝐼(𝑉) ∗ 𝐶, 𝑖𝑓 𝑠′𝜖 𝐺  {𝑜𝑏𝑠𝑡𝑎𝑐𝑙𝑒}                        (3)

𝑂(𝑉) ∗ 𝐶,    𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 
 

Where 𝑠′ ∈  𝑆 represents the next state of the agent, 𝐶 denotes 
a constant factor, 𝐼(𝑉)  ∈  [1, 3] and 𝐼(𝑉)  ∈  [−15, 0] are 
functions that return a factor concerning the type 𝑉 of the 
vehicle for instant reward. 

Another two important parameters are the discount factor 
and learning rate. Discount factor 𝛾 ∈  (0, 1] balances 
immediate and future rewards to adjust the greedy of the policy. 
The learning rate 𝛼 ∈  (0, 1] is the fitness between the previous 
and new values [19, 30]. In section 5, we evaluated the 
algorithms with 𝛾 =  0.5 and 𝛼 =  0.15.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4.2 Methodology  
 

Our primary goal in this study is to visit a maximum number 
of IoT devices to maximize harvested data. However, there are 
restrictions and assumptions that Unmanned Vehicles (UAV 
and UGV) need to adhere to: 

 UAV and UGV have limited battery capacity. 

 Both UAV and UGV do not charge their battery 
and fulfill their task with only one battery. 

 Battery consumption differs for UAV and UGV. It 
is calculated with Equation 2, and the parameters 
are given in Table 1. 

 UAV flies at a certain altitude so that it can fly over 
obstacles. UGV should avoid the obstacles. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4.3  Problem Statement  
 

This section presents our proposed QOA-DH Model setup 
in Algorithm 1. 

 The vehicle (agent) starts in the base station 𝐵𝑆(𝑋, 𝑌)  ∈
 𝑀(𝑋, 𝑌). The algorithm initializes the Q-table 𝑄(𝑆, 𝐴) with 
zero at the beginning and updates it in each step as in Equation 
1. The reward table R is filled based on Equation 3. In each 
step, the vehicle’s battery is reduced using Equation 2. A new 
episode starts over if the battery runs out or the agent reaches 
the terminal state (same as BS). In each episode, the obtained 
trajectory and the total reward are stored. 

 

 

 
              (a) Initial Small Map                                (b) UAV                                                (c) UGV 
 
Figure 2. Portraying the initial small map and final trajectories of the vehicles; (a) Initial small map, (b) UAV trajectory, and (c) UGV 

trajectory. Arrows show the direction of the vehicles, the red square is the base station, and the gray circles present observed areas. 
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5. SYSTEM MODEL and PROBLEM STATEMENT 
 
In this section, we compare the UAV and UGV on the QOA-

DH method considering energy efficiency, number of observed 
IoT devices, and spent time to accomplish the task. 

5.1 Simulation Setting  
 

 We developed the QOA-HA with Python 3.9 version using 
NumPy, Tkinter, gym, and collection libraries. As illustrated in 
Fig. 2a and Fig. 3a, we have a 10𝑥10 and a 20x20 grid 
environment. The red cell is BS, where the agent (UAV or 
UGV) starts and ends its duty. Black cells are obstacles in the 
environment. 

Since the UAV can fly over the obstacles 𝑂(𝑉) parameter is 
given as 0, it is −15 for forcing the UGV to avoid the obstacles. 
The yellow circles are IoT devices the agent is responsible for 
collecting data. 𝐼(𝑉) is the parameter to provide a reward for 
directing the agent through these cells. We train each vehicle 
on the QOA-DH in 1000000 episodes (𝐸). Battery 
consumption η(V) is chosen as 6 and 3 for UAV in small and 
big maps, respectively, while it is 2 and 1. The hyperparameter 
used in the simulation is summarized in Table 𝐼. 

TABLE I 

Primary hyperparameters for QOA-DH. 

 

Parameter 

SMALL MAP (10X10) BIG MAP (20X20) 

UAV UGV UAV UGV 

Grid 𝐺 10x10 10x10 20x20 20x20 

Episode 𝐸 1000000 1000000 1000000 1000000 

Epsilon 𝜀 1.0 1.0 1.0 1.0 

Decay Value 𝑑 0.000001 0.000001 0.000001 0.000001 

Discount Rate 𝛾 0.5 0.5 0.5 0.5 

Learning Rate 𝛼 0.15 0.15 0.15 0.15 

Bt(V) 

η(V) 

𝐶 

100 

6 

1000 

100 

2 

1000 

100 

3 

1000 

100 

1 

1000 

I(V) 

O(V) 
3 

0 

1 

 -15 
3 

0 

1 

 -15 

 
The snapshot of the computed trajectories of the UAV and 
UGV are represented in Fig. 2. Grey circles show the 
observed cells (trajectories), and arrows represent the 

direction of the UVs. As seen in Fig. 2b and 2c, the UAV flies 
over a small area of the environment, while the UGV visits all 
IoT devices. This is because the UAVs have different battery 
constraints and assumptions. Therefore, we compare UAV 

and UGV on 

QOA-DH model by using the following performance metrics: 

 The ratio of Observed IoT Devices (ROIoT) (%): This 
is the ratio of the number of observed IoT devices. 

 Battery Consumption (BC) (%): This is the ratio of the 
battery consumption, which is calculated using 
Equation 2, of the agents. 

 Spent Time (ST) (Time Unit): This is the time the 
agent spends completing its duty for only one battery 
capacity without replenishment.  

 

5.2 Evaluation  
 

We evaluate the performance of the vehicles with diverse 
battery consumption parameters in two different size maps. The 
small map has a 10x10 grid, and the big map has a 20x20 grid. 
 

 
 
5.2.1 Small Map Evaluation 

 
As seen in Fig. 2a, four IoT devices are located behind the walls 
in the 10x10 grid map. The UGV visits and collects data from 
all IoT devices (100%) in the environment, as seen in Fig. 3. 
Conversely, the UAV can only fly over half of the IoT devices, 
even if it can fly over obstacles. The reason behind this is that 
the UAV consumes more energy for its movement. 
Accordingly, when we evaluate the battery consumption of the 
vehicles in Fig. 4, the battery consumption is around 84% for 
the UAV and around 72% for the UGV. 

Figure 3.  The ratio of Observed IoT Devices (ROIoT) (%) in 
Small Map. 

 

 

Figure 4.  Battery Consumption (BC) (%) in Small Map. 
 

 

 

 

 

 

 

Figure 5.  Spent Time (ST) (Time Unit) in Small Map. 
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Obviously, the UGV accomplishes its task with better 
battery efficiency than the UAV. The UAV should replenish its 
battery (more than one time) to complete the task. 

On the other hand, time efficiency is another metric we 
should consider. In the scenario of needing fast data collection 
from IoT devices, the UGV would fail. This is because the 
UGV completes its duty in around 110 time units, while 
visiting two IoT devices takes around 15 time units for the 
UAV. This results in 10 times faster than the UGV. However, 
if we consider the battery recharging of the UAV, it would take 
more time than the UGV to achieve the task. Therefore, using 
multiple batteries or UAVs is not a cost-effective way. 

 

5.2.2 Big Map Evaluation 

 

In this section, we evaluated the performance of the 

devices in a 20x20 grid map. Assuming that battery usage is 

1% of the remaining battery of the UGV and 3% for the UAV 

on the map. In this map (Fig. 6a), there are 16 IoT devices 

located behind the walls. The trajectories of UAV and UGV are 

given in Fig. 6b, Fig. 6c, respectively. Since the map is greater 

than the previous scenario, both vehicles could not visit all IoT 

devices. However, as seen in Fig. 7, UGV is able to visit 75% 

of the devices (12 IoT devices), while UAV can only visit 25% 

of them (4 IoT devices).  

 
Figure 7.  The ratio of Observed IoT Devices (ROIoT) (%) in Big Map. 

 

Due to the large size of the map, both vehicles try to 

use almost all of their batteries to complete their task, Fig. 8.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Since both need to return the base station (BS) before the 

battery is completely running out, the UAV completes its 

trajectory with 94% battery consumption. The remaining 6% 

battery would not be enough to detour to visit another IoT 

device. On the other hand, UGV uses all its battery to reach the 

BS.  

 
Figure 8.  Battery Consumption (BC) (%) in Big Map. 

 

Another important metric is the spent time (ST) to 

complete the task. As seen in Fig. 9, like the small map, the 

UAV completes its flight 10 times faster than the UGV with 

fewer visited IoT devices. Again, if fast data collection is 

crucial, this issue can be solved by using multiple UAVs. 

Otherwise, multiple batteries replenishing with one UAV 

would be time-consuming because the UAV needs to fly to the 

BS for battery replenishment and take off to visit remaining IoT 

devices.  

 
Figure 9.  Spent Time (ST) (Time Unit) in Big Map. 

 
              (a) Initial Big Map                                (b) UAV                                                (c) UGV 
 
Figure 6. Portraying the initial big map and final trajectories of the vehicles; (a) Initial big map, (b) UAV trajectory, and (c) UGV 

trajectory. Arrows show the direction of the vehicles, the red square is the base station, and the gray circles present observed areas. 
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6. CONCLUSION 
 

In the event of data harvesting from IoT devices, Unmanned 
Vehicles (UVs) are widely used. Unmanned Aircraft Vehicles 
(UAVs) and Unmanned Ground Vehicles (UGVs) are well-
known vehicles used for this purpose. Accordingly, in this 
study, we propose a Q-learning Obstacle Avoidance Data 
Harvesting (QOA-DH) framework, where we train the vehicles 
concerning their battery restriction and movement velocity. 
The results demonstrate that the UGV is more battery effective 
and can visit all IoT devices to harvest data in the environment. 
On the other hand, the UAV is faster than the UGV, giving it 
an advantage in achieving minor duties in a short time. 
However, since the UAV consumes battery faster, it should 
recharge its battery, which is not time efficient. To overcome 
this issue, we can use multiple batteries for replenishing or 
UAVs interchangeably, using each other to accomplish the 
task. For all that, both solutions are not cost-effective. 
Therefore, to overcome the issues and achieve the task for our 
future work, we plan to extend this work to propose a cost, 
energy, and time-efficient hybrid approach that uses UAV and 
UGV together. 
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