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Hyperparameter Tuning and Feature Selection Methods for 

Malware Detection 
Highlights 

❖ Comparison of 3 different methods for imbalanced data sampling 

❖ Comparison using 4 different feature selection methods 

❖ Hyperparameter tuning on different machine learning algorithms 

❖ Comparison of hyperparameter tuning methods 

Graphical Abstract 

In the study, firstly, three different methods were applied to solve the imbalanced data problem. Afterwards, by 

using feature selection methods, more important features were selected and classification processes were carried 

out using 5 different machine learning algorithms. Finally, hyperparameter tuning were conducted on the two most 

successful machine learning algorithms and the results were evaluated. 

 

Figure. Working structure 

Aim 

The main purpose of this study is to examine the effects of imbalanced data sampling methods, hyperparameter 

tuning, and feature selection methods on machine learning algorithms used for malware detection on the android 

operating system. 

Design & Methodology 

Three different methods have been adopted, namely SMOTE, SMOTETomek, and Cluster Centroid for handling 

imbalanced data problem in our dataset. Afterward,  feature selection process has been conducted using four 

different methods namely, mRMR, Mutual Information, Select From Model, and Select k Best. The classification 

process has been carried out using 5 different machine learning methods namely RF, SVM, LR, XGBoost, and 

ETC.  

Originality 

We believe that the difference of our study is that, the effects of many different methods (imbalanced data sampling, 

feature selection, machine learning, and hyperparameter tuning) on malware classification in android systems are 

investigated together. 

Findings 

The best accuracy in this study reached 98.96% obtained by using all features for training the ETC algorithm. 

Also, a very high classification accuracy reached 98.93% obtained using the mutual information feature selection 

algorithm with the ETC algorithm. 

Conclusion  

In the study, it was seen that the most successful results have been obtained using SMOTETomek with all features 

to train the ETC algorithm. It is seen that there is little difference between the accuracy obtained after applying 

mRMR and Mutual Information feature selection methods and the accuracy obtained using all the features in the 

dataset. 
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ABSTRACT 

Smartphones have started to take an essential place in every aspect of our lives with the developing technology. All kinds of 

transactions, from daily routine work to business meetings, payments, and personal transactions, started to be done via smartphones. 

Therefore, there is a significant amount of very important user information stored in these devices which makes them a target for 

malware developers. For these reasons, machine learning (ML) methods have been used to detect malicious software on android 

devices quickly and reliably. In this study, a machine learning-based Android malware detection system has been developed, 

optimized, and tested. To this end, firstly, the data in the dataset has been balanced with 3 different methods namely SMOTE, 

SMOTETomek and ClusterCentroids. Afterward, the obtained results have been tried to be optimized by using different feature 

selection approaches including mRMR, Mutual Information, Select From Model, and Select k Best. Finally, the most two successful 

methods from the five tested ML algorithms (i.e. RF, SVM, LR, XGBoost, and ETC) have been tuned using GridSearch, Random 

Search, and Bayesian Optimization algorithms in order to investigate the effects of hyperparameter tuning on the performance of 

ML algorithms. 

Keywords: Android malware detection, feature selection, imbalance data resampling, hyperparameter tuning. 

Kötü Amaçlı Yazılım Algılaması için Hiperparametre 

Ayarlama ve Özellik Seçim Yöntemleri 
ÖZ 

Gelişen teknoloji ile birlikte akıllı telefonlar hayatımızın her alanında yer almaya başlamıştır. Günlük rutin işlerden önemli 

toplantılara, ödemelere ve kişisel işlemlere kadar her türlü işlem akıllı telefonlar üzerinden yapılmaya başlandı. Bu durumda, tüm 

kullanıcı bilgilerinin akıllı telefonlarda saklanması, akıllı telefonları kötü amaçlı yazılım geliştiricileri için bir hedef haline 

getirmektedir. Bu sebeplerden dolayı android cihazlardaki zararlı yazılımları hızlı ve güvenilir bir şekilde tespit etmek için Makine 

Öğrenmesi yöntemleri kullanılmaya başlanmıştır. Bu çalışmada öncelikle veri setindeki veriler SMOTE, SMOTETomek ve 

ClusterCentroids olmak üzere 3 farklı yöntemle dengelenmiştir. Daha sonra mRMR, Mutual Information, Select from Model ve 

Select k Best özellik seçim modelleri kullanılarak en yüksek doğruluk değeri elde edilmeye çalışılmıştır. Son olarak 5 farklı Makine 

Öğrenmesi algoritmasından (RF, SVM, LR, XGBoost, ETC) en başarılı 2 yöntem GridSearch, Random Search ve Bayesian 

Optimization yöntemleri kullanılarak ayarlanmıştır. 

Anahtar Kelimeler: Android kötü amaçlı yazılım tespiti, öznitelik seçimi, dengesiz veri örneklemesi.   
1.INTRODUCTION 

Nowadays, with the growth and rapid development of 

technology, smartphones have begun to occupy a large 

area in our lives. Smartphones are used in many areas of 

our lives such as personal communication, entertainment, 

financial activities, health services, corporate meetings 

and correspondence. As a result, these type of devices 

stores a considerable amount of personal data such as 

contact information, location, financial information, 

multimedia files. This makes smartphones a popular 

target for malware developers, which leads to 

unauthorized actions or the use of users' personal data for 

other purposes. According to a study conducted in the 

first months of 2018, 88% of the phones sold worldwide 

between 2009 and 2018 were phones with Android 

operating system. Again, according to the same research, 

there are more than 2.6 million applications hosted on the 

Google Play Store [1]. Considering these results, it can 

be said that the Android operating system is the most 

frequently targeted platform by malware. The most 

dangerous side of this point is the end user's lack of cyber 

security awareness, unconscious, and carelessness. So, it 

is very important to take countermeasures to secure these 

devices and deal with such malicious software before it 

is presented to the end user. When evaluated in this 

context, the detection of the huge number of malware that 

targeted Android phones has led to the need to work in 

both academic and industrial fields in order to tackle this 

situation. For this reason, it has become widespread to 

detect malicious software in Android systems using 

artificial intelligence applications. This study aims to 

detect malware based on artificial intelligence methods 

and using DREBIN [2] well-known benchmark Android 

malware dataset. 
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2. RELATED WORK 

The popularity of Android phones has indirectly led to an 

increase in malicious attacks on phones. Plenty 

researchers have carried out studies on the correct, 

reliable, and efficient detection of malicious applications 

to provide information security. 

Wang et al. [3] proposed a hybrid method based on Deep 

Auto Coder (DAE) and Convolutional Neural Network 

(CNN) for malware detection. To develope detection 

accuracy, they first reconstructed high-dimensional 

features and used multiple CNN models to detect 

malware. In the training process, they aimed to prevent 

excessive learning by using a Serial Convolutional 

Neural Network (CNN-S). Thus, they created successful 

system in terms of feature extraction and malware 

detection with CNN-S. In the second stage, they used 

DAE as CNN's pre-training technique to decrease the 

training time. Then, with this proposed hybrid model, 

they conducted experiments on 10000 benign and 13000 

malicious applications. As a result of the study, they 

found that compared to the SVM, the CNN-S increased 

success by 5%, while DAE-CNN reduced training time 

by 83%. Another study proposes a deep learning-based 

method to distinguish malicious apps from benignapps. 

For the classification process, first of all, system calls 

from malicious and benign applications have been used 

for training Long Short-Term Memory (LSTM) [4]. In 

another study, a Deep Residual LSTM-based model 

called MalResLSTM has been proposed for detecting 

malicious applications in Android environments. It has 

been stated that the proposed model is outperformed 

SVM, LR, RF and NN models [5]. Moreover. Unver and 

Bakour [6] proposed a malware visualization-based 

approach for detecting Android malware applications. In 

the study, firstly, feature extraction processes have been 

performed using multiple image-based local features and 

global features extraction algorithms. Afterwards, the 

extracted features have been used for training six 

different ML methods, namely Random Forest (RF), K-

Nearest Neighbor (KNN), Decision Tree (DT), Bagging, 

AdaBoost and Gradient Boost. Baldini and Geneiatakis 

[7] examined the KNN ML method based on different 

distance measures. The experiments were carried out 

using the DREBIN data set and instead of the Euclidean 

distance, which is often used for KNN, Hamming, 

Correlation, Jaccard and CityBlock distances have been 

preferred to be used in the study, and it has been stated 

that the results of these two distance matrices can 

outperform those can be obtained using the Euclidean 

distance. Fiky et al. [8] proposed a model based on static 

malware analysis and ML methods for detecting malware 

before it’s installation on android phones. In this context, 

they analyzed the proposed model by testing it on two 

different benchmark data sets, namely DREBIN and 

MALGENOME. It is stated that the suggested method 

has better performance than other similar models. 

Gao et al. [9] proposed a Graph Convolutional Network 

(GCN)-based Android malware detection system for 

detecting malicious code in the Android platform, and it 

has been stated that obtained accuracy reached 97% on 

average. 

Cao et al. [10] stated that when malware detection studies 

have been investigated, it has been concluded that the 

benign features have been generally used, and therefore 

most of the previous studies have focused on benign 

application detection studies. Thus, while achieving high 

accuracy, they emphasized that it is vulnerable to 

malicious applications that use features similar to benign 

ones. Therefore, in their study, they proposed an 

approach that focuses on its truly malicious features. 

Afterward, they evaluated the suggested approach in 

terms of both accuracy and durability against attacks. 

Last of all, they stated that the suggested model 

outperformed the basic techniques and was effective in 

obtaining accurate and reliable results. 

Bakour and Unver [11] proposed the VisDroid model as 

a generic image-based method for classifying Android 

malware. In the study, Android malware sample sources 

have been reverse-engineered and used to create five 

different grayscale image datasets, each of which 

contains 4850 samples. The dataset has been used to train 

six different ML algorithms, including RF, KNN, DT, 

Bagging, AdaBoost and Gradient Boost. As a result, it 

has stated that the proposed model achieved 98.2% 

success and can be very effective in malware detection 

domain. In another study, Bakour and Unver [12] 

proposed DeepVisDroid model, in which image-based 

features are used in a hybrid manner with deep learning 

techniques for the detection of android malware. First of 

all, four gray image datasets have been constructed by 

converting the source code of Android applications into 

images. Afterward, the study was carried out by 

extracting some image-based local and global features 

from from the created gray scale image datasets. At the 

end of the study, it stated that the suggested model is a 

promising model with a success rate of over 98%. 

 

3. MATERIALS AND METHODS 

3.1. Dataset: 

The dataset used in the study was prepared by Yerime et 

al. [13] based on applying static analysis on the Drebin 

well-known benchmark dataset. The dataset contains 

5560 Malware samples taken from the publicly available 

DREBIN [2] Android malware dataset, and 9476 Benign 

samples taken from Google play app store. This dataset 

is called as DREBIN-215. So, the DREBIN-215 dataset 

consists of 15036 data samples belonging to two classes, 

and each data sample contains 215 features. The 

DREBIN-215 data set details are shared in Table.1. 

The features in the dataset consist of 4 categories. 53% 

of the features are Manifest Permission, 33% are API call 

signatures, and 14% are Other (Commands signature, 

Intent.etc). Some examples of important features in these 

categories are shown in Table 2. 
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Table 1. DREBIN-215 dataset details 

Samples Malware Benign Features 

15036 5560 9476 215 

3.2. Data Re-Sampling Techniques: 

If the class distribution of the dataset to be studied is 

imbalanced, the classification algorithm may tend to the 

majority class. In this case, the detection performance of 

the minority class may be very low. As a result, the 

success of the ML algorithms will negatively affected. 

For this reason, the dataset should be balanced in order to 

obtain healthier and more successful results. To this end, 

oversampling (adding data to the dataset) and 

undersampling (data is removed from the dataset) 

approaches are used [14]. 

- SMOTE (Synthetic Minority Over-Sampling 

Technique): It is a widespread oversampling technique 

that produces synthetic samples for the minority class 

using the k nearest neighbor algorithm. Synthetic 

samples are clustered around the real minority class data 

samples, in this way the classification accuracy of the 

minority class can be improved [15]. 

- SMOTETomek: It is a hybrid model in which both 

oversampling and undersampling methods are used to 

improve the classification performance. To make the data 

distribution balanced, first oversampling is conducted 

using the SMOTE technique. Afterwards, the ambiguous 

data samples are down-sampled using the Tomek links 

Table 2. Dataset feature categories. 

 

Category Feature 

Manifest Permission 

Read_External_Storage 

Receive_Boot_Completed 

Read_Call_Log 

Send_Sms 

Read_Social_Stream 

API Call Signatures 

Ljava.lang.Class.getResource 

TelephonyManager.getDeviceId 

Ljava.lang.Class.getMethods 

MessengerService 

getBinder 

Commands Signatures 

mount 

remount 

chmod 

chown 

/system/app 

Intent 

android.intent.action.BOOT_COMPLETED 

android.intent.action.PACKAGE_REPLACED 

android.intent.action.SEND_MULTIPLE 

android.intent.action.TIME_SET 

android.intent.action.PACKAGE_REMOVED 
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algorithm for clarifying the difference between the 

classes in the dataset [16]. 

- Cluster Centroids: It is a down-sampling technique that 

decrease the number of the majority classe in order to 

make the distribution in the dataset balanced. This 

algorithm is based on clustering the data samples using 

the K-Means algorithm and eliminating those so far from 

the center of the clusters [17]. 

3.3. Feature Selection: 

It is the process of extracting a subset of features from the 

original dataset using a specific algorithm. Feature 

selection methods are used to prevent overfitting caused 

by too many features in the dataset. These feature 

selection methods also make prediction results more 

predictable [18]. 

- mRMR (Min Redundancy Max Relevance): This method 

is based on calculating the maximum correlation between 

the features and the target variables in the dataset and 

redundant linkages between traits. Particularly, the 

mutual information is used for evaluating the features in 

the dataset and obtaining a subset of features from them 

[19]. 

- Mutual Information: It is a method based on statistical 

operations used to calculate the relationships between 

variables and their dependence on each other. Features 

are selected by calculating how much a change in any of 

the variables can affect the others [20]. 

- Select From Model: Feature selection is made based on 

a specified ML algorithm. Considering a treshold value, 

the feature selection is made according to the importance 

of the feature (feature_importances_) to the ML 

algorithm. Treshold value is taken as the average value 

by default [21]. 

- Select k-Best: This method is based on ranking the 

features according to the scores of the independent 

variables and the target variables. Then, statistical 

processes are applied to determine the relationship 

between them. Relationships are determined using some 

methods such as Chi-Squared or Classifier-F functions. 

Afterwards, k features will be selected from the original 

features to be used in ML algorithms’ training process 

[22]. 

3.4. Tuning the Hyperparameters of the Algorithms: 

 

Artificial intelligence is revolutionizing diverse domains 

such as healthcare, automating medical diagnosis, 

cypersecurity, data communication and treatment 

optimization, while also transforming transportation 

through self-driving vehicles and advanced traffic 

management systems [23-27]. It's enhancing customer 

experiences in retail by enabling personalized 

recommendations, and revolutionizing manufacturing 

with predictive maintenance and quality control using 

AI-driven analytics. Tuning or optimizing 

hyperparameters requires determining the best value for 

each hyperparameter in the ML algorithm [28][29], 

which can help to achieve the most successful results. It 

is always possible to detect the best values for the 

hyperparameters by conducting a wide range of 

experimental studies, but, these processes are very time-

consuming [30]. So, it is better to adopt an optimization 

algorithm for selecting the best values for the 

hyperparameters of the used ML algorithm. The 

hyperparameter tuning algorithms used in this study are 

briefly explained below. 

- Grid Search: Its basic principle is to try all possible 

parameter values. Suppose there are k parameters that 

need to be optimized in the relevant ML algorithm. In this 

case, a grid of size k×k will be defined and combinations 

of each parameter are processed separately. If the number 

of k parameters is large, the search will be more difficult, 

therefore, this algorithm is suitable to be used in smaller 

number of hyperparameter [31]. 

- Random Search: In the random search process, first of 

all, hyperparameters are determined by using preliminary 

information about the problem. Operations are performed 

with random hyperparameter value groups until the best 

result or expected value is obtained. It is faster compared 

to Grid Search as operations are performed on randomly 

selected subsets instead of all of the potential values for 

hyperparameters [32]. 

- Bayesian Optimization: It is a less costly method 

compared to other tuning methods. Bayesian 

optimization aims to reach the best results by creating a 

probabilistic model. It allows the best parameters to be 

found with the least iteration [33]. 

3.5. Classification Algorithms: 

The classification algorithms used in the study are briefly 

explained below. 

- Random Forest Classifier (RF): It is a machine learning 

algorithm in which a forest of decision trees represents 

an independent instance of each tree. It can be used for 

both classification and regression operations. During the 

training process of RF, sample and special selections are 

made randomly. In this way, overfitting is prevented 

[34]. 

- Support Vector Classifier (SVC): it is a supervised 

learning model used to classify binary or multiple 

datasets was first proposed in 1995. The working logic is 

to consider classification problems as a quadratic 

optimization problem. Thus, the result is achieved with 

less number of transactions and it provides a speed 

advantage compared to other algorithms. Thanks to this 

characteristic, it offers successful results both in 

problems with small-scale and large-scale datasets [35]. 

- Logistic Regression: It is a supervised learning model 

based on linear statistics. The working logic is to model 

the output probability according to the input. In this case, 

it does not perform a classification itself. The model 

chooses a cut-off value during operation. In binary 

classification, the inputs with probability less than the 

cut-off value can be classified into one class and the 

larger ones into the other class [36]. 
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- Extreme Gradient Boosting (XGBoost) Classifier: 

Gradient Boosting is a Decision tree (DT) Based 

ensemble algorithm. It can be used for both regression 

and classification problems. The working logic of this 

algorithm is based on learning from mistakes by 

evaluating many weak classifiers. Individual 

classification models (trees) are created and each model 

is trained by the previous tree. Thanks to these features, 

xGboost offers better results compared to other boost 

algorithms [37]. 

-Extra Tree Classifier: Extra Tree Classifier is an 

ensemble learning method. The only difference from 

random forest classifier is the way the trees are created. 

In this method, each decision tree is created according to 

the dependency relationships of the data samples [38]. It 

uses the averaging method to increase the accuracy and 

prevent overfitting [39]. 

 

4. EXPERIMENTAL RESULTS AND 

DISCUSSION 

When the class distribution of the dataset used in the 

study has been investigated, it has been noted that the 

data has an imbalanced distribution as shown in Table 3. 

So, in the study, firstly, the imbalance in the dataset 

distribution has been tried to be eliminated. For this 

purpose, three different data resampling methods have 

been adopted, namely 'SMOTE', 'SMOTETomek' and 

'ClusterCentroids'. We have obtained three different 

balanced datasets after applying each of these data 

resampling methods. The dataset that has been 

constructed using SMOTE algorithm contains 9476 

Malware and 9476 benign samples. The dataset that has 

been constructed using SMOTETomek algorithm 

contains 9472 Malware, and 9472 benign samples. 

Finally, the dataset that has been constructed using 

ClusterCentroids contains 5560 Malware and 5560 

benign samples. Classification processes were carried out 

by applying ML algorithms to these datasets by 

separating them as 10% for testing and 90% for training. 

Then, the obtained balanced three datasets have been 

used for training and testing five different well-known 

machine learning classifiers namely RF, SVC, LR, 

XGBoost, and ETC. 

The results of the classification processes performed after 

SMOTE, SMOTETomek and ClusterCentroid are 

presented in Table 4-5-6 respectively. 

 
Table 3. Data distribution 

Class Samples  

Malware 5560 

Benign 9476 

Table 4. ML algorithms’ results after applying the SMOTE algorithm 

Algorithm Accuracy Precision Recall F1 Score CV Mean 

RF 99.10 99.53 98.62 99.08 98.80 

SVC 98.88 99.53 98.17 98.84 98.61 

LR 98.04 98.27 97.71 97.99 97.73 

XGBoost 96.93 97.67 96.00 96.82 96.78 

ETC 99.21 99.65 98.74 99.19 98.88 

                       
Table 5. ML algorithms’ results after applying the SMOTETomek algorithm 

Algorithm Accuracy Precision Recall F1 Score CV Mean 

RF 98.46 99.45 97.41 98.42 98.80 

SVC 98.20 98.90 97.41 98.15 98.36 

LR 97.88 97.84 97.84 97.84 97.77 

XGBoost 96.88 97.69 95.90 96.79 96.55 

ETC 98.89 99.67 98.06 98.86 98.96 

 



Esra Kavalcı YILMAZ, Halit BAKIR  / POLİTEKNİK  DERGİSİ, Politeknik Dergisi, 2024;27(1): 343-353 

 

348 

When the results of the classification processes have been 

investigated after the class distributions in the data set 

have been balanced, it has been seen that the best results 

have been obtained using the Extra Trees Classifier 

method for all three balanced datasets.  

4.1. Feature selection experiments results 

In the next stage, four different feature selection 

algorithms, namely mRMR, Mutual Information, Select 

From Model and Select k Best, have been applied for 

each dataset separately. The ML algorithm that obtained 

the best results namely ETC has been adopted to be used 

during applying the Select from Model feature selection 

process. Also, a range of values has been tested for each 

of the used threshold and the number of selected features 

as illustrated in Table 7. A group of features have been 

selected by testing all the possible values for the 

threshold and the number of selected features, and a 

classification process has been carried out in order to 

detect the best group of features.  

When the feature selection methods were performed on 

the SMOTE-based dataset, the best selected number of 

features was as follows: 210 features have been selected 

using each of the mRMR and Mutual Information, 78 

features have been selected using Select From Model 

with threshold = 0.001, and 190 features have been 

selected using Select k Best methods. Afterward, the  

 

 

 

 

 

classification process has been conducted again by 

training the machine learning classifiers using the 

selected features. The results obtained by training the 

machine learning classifiers using the the best subset of 

features selected from SMOTE-based dataset is 

illustrated in table 8. 

When the results are examined, there is no increase in 

accuracy was observed after any feature selection method 

for the SVC method, and it can be said that the best 

results of the SVC algorithm is obtained by using all the 

features.  

When evaluated in terms of feature selection methods, it 

can be seen that there is no increase in the results when 

the Select From Model method is used. Also, it can be 

noted that the mRMR was the method with the highest 

increase in the performance of the ML algorithms. It is 

seen that the highest success has been achieved by the 

ETC algorithm has been obtained after applying the 

mRMR and Mutual Information, where, its accuracy rate 

reached 98.93%. 

Also, the previously mentioned feature selection methods 

have been applied to the constructed SMOTETomek-

based balanced dataset. After selecting the best feature 

groups using each of the adopted feature selection 

approaches, the machine learning classifiers have been 

trained and tested using these feature groups. The results 

of this case study are illustrated in table 9 

 

 

 

 

 

Table 6. ML algorithms’ results after applying the ClusterCentroids algorithm 

Algorithm Accuracy Precision Recall F1 Score CV Mean 

RF 98.30 98.71 97.71 98.21 97.98 

SVC 98.30 98.96 97.46 98.20 98.01 

LR 97.69 98.20 96.95 97.57 97.39 

XGBoost 96.72 97.91 95.17 96.52 96.38 

ETC 98.30 98.96 97.46 98.20 98.11 

 

Table 7. Defined parameter values for feature selection process. 

Model According by Range 

 

Select From Model 

 

Treshhold 

[0.001,0.002,0.003,0.004,0.005, 

0.006,0.007,0.008,0.009,0.01, 

0.02,0.03,0.04,0.05] 

mRMR, 

Mutual Information, 

Select k Best 

 

Number of Feature 

[10,20,30,40,50,60,70,80,90, 

100,110,120,130,140,140,160, 

170,180,190,200,210] 
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 When the accuracy values obtained after 

SMOTETomek+Faeture Selection have been 

investigated, it has been noted that there was no increase 

after the Select From Model method has been recorded. 

Also, there is no increase has been recorded for the SVC 

algorithm after applying the feature selection approaches. 

In accordance with Table 9, it can be observed that the 

highest accuracy value has been obtained when the 

classification process has been conducted using the RF 

algorithm after applying the Mutual Information feature 

selection approach (98.86%). 

Finally, the feature selection methods have been applied 

to the ClusterCentroids-based balanced dataset. The 

number of features selected using the feature selection 

methods, and the comparison of the accuracy values 

obtained when these features are used are presented in 

Table 10 (k=5 for CV in the table). 

 

As in the other results, there was no increase when the 

Select From Model feature selection method has been 

used. It can be noted from the table that the best results 

obtained in this case study have been achieved using 

ClusterCentroids + ETC with an accuracy rate of 98.21%. 

When all the results of feature selection methods have 

been compared, we observed that the best accuracy value 

of 98.93% has been obtained by applying mRMR+ETC 

and Mutual Information+ETC methods over the 

SMOTE-based balanced dataset. On the other hand, 

Table 8. Results obtained after applying SMOTE + Feature Selection. The value of cross-validation (cv) is 5. 

ML 

Algorithm 

All 

Feature 

mRMR 

(210) 

Mutual Info 

(210) 

Select From Model 

(78) 

Select k Best 

(190) 

RF 98.80 98.84 98.74 98.74 98.72 

SVC 98.61 98.56 98.59 98.36 98.52 

LR 97.73 97.76 97.75 97.20 97.61 

XGBoost 96.78 96.82 96.84 96.68 96.81 

ETC 98.88 98.93 98.93 98.77 98.84 

 

Table 9. Results obtained after applying SMOTETomek + Feature Selection. The value of cross-validation (cv) is 5. 

 

ML Algorithm All Feature mRMR (210) Mutual Info (210) Select From Model (77) Select k Best (190) 

RF 98.80 98.82 98.86 98.75 98.73 

SVC 98.36 98.28 98.35 98.16 98.25 

LR 97.77 97.80 97.77 97.19 97.61 

XGBoost 96.55 96.65 96.59 96.53 96.58 

ETC 98.96 98.88 98.89 98.85 98.91 

 

Table 10. Results obtained after applying ClusterCentroids + Feature Selection 

ML 

Algorithm 

All 

Feature 

mRMR 

(210) 

Mutual Info 

(210) 

Select From Model 

(122) 

Select k Best 

(200) 

RF 97.98 97.90 97.98 97.85 98.02 

SVC 98.01 98.01 97.98 97.97 97.94 

LR 97.39 97.31 97.34 96.81 97.25 

XGBoost 96.38 96.36 96.44 96.23 96.23 

ETC 98.11 98.21 98.12 97.98 98.13 
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when all the results have been examined, we noted that 

when all features have been used, it was concluded that 

the best classification accuracy of 98.96% obtained using 

the ETC algorithm. 

The flowchart of the experiments conducted in this work 

is illustrated in Figure 1. 

4.2. Hyperparameter experiments results 

In the second part of the study, hyperparameter tuning 

process have been carried out using three different 

methods, then the impact of these operation on the 

classification accuracy has been examined. 

Three different hyperparameter tuning algorithms 

namely Halving Grid Search, Random Search, and 

Bayesian Optimization have been applied for tuning the 

AllFeature + ETC method and AllFeature + RF methods. 

The hyperparameter list used during the tuning processes 

is illustrated in Table 11. The best hyperparameters 

obtained for ETC and RF using Halving Grid Search and 

the results obtained when these parameters have been 

used are given in Table 12. The hyperparameters 

determined after applying Random Search and Bayesian 

Optimization algorithms and the results obtained using 

the hyperparameters tuned using these two algorithms  

are also illustrated in Table 13 and Table 14, respectively 

 

 

 
 

 

Figure 1. Conducted experimental studies structure 

 

 

Table 11. Parameters used in the Tuning processes 
 

Feature Value Range 

n_estimators 100, 200, 300,500,700 

criterion 'entropy', 'gini' 

max_depth None, 1, 2, 3, 4 

min_samples_leaf 2, 3, 4, 5 
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An increase in RF results hase been observed in some 

cases when the RF, ETC algorithms have been tested 

after the hyperparameter tuning process. While the 

classification accuracy of RF algorithm was 98.80% 

before conducting the hyperparameter tuning process its 

accuracy reached 98.93%, 98.89% and 98.94% after 

applying Halving Grid Search, Random Search and 

Bayesian Optimization processes, respectively. We noted 

that some increase in the performance of ETC has been 

recorded after applying the hyperparameter process 

where its classification accuracy reached 98.97% after 

applying the Bayesian optimization algorithm. 

5. COMPARISON STUDY 

In this section, we have compared the results obtained in 

this work with some state-of-the-art previously  

conducted works. We have selected the compared works 

carefully such that all of them have been conducted using 

DREBIN well-known malware dataset. We noted that the 

data resampling algorithms have been used only in our 

work. Also, our work is the only work that adopted the 

hyperparameter tuning algorithms for adjusting the 

hyperparameters of the machine learning algorithms. The 

feature selection methods have been used in some of the 

compared works, but those that have been adopted in this 

Table 12. Halving Grid Search results 

Method n_estimators criterion max_depth min_samples_leaf CV Mean CV Mean 

(Before Tunning) 

ETC 700 entropy None 2 97.88% 98.80% 

RF 300 entropy None 2 98.93% 98.96% 

Table 13. Random Search results 

Method n_estimators criterion max_depth min_samples_leaf CV Mean CV Mean 

(Before Tunning) 

ETC 100 gini None 3 98.95% 98.80% 

RF 500 entropy None 4 98.89% 98.96% 

Table 14. Bayesian Optimization results 

Method n_estimators criterion max_depth min_samples_leaf CV Mean CV Mean 

(Before Tunning) 

ETC 100 gini None 2 98.97% 98.80% 

RF 100 gini None 2 98.94% 98.96% 

 

Table 15. The results of comparison study. 

Authors Year Method 
Re-Sampling 
Techniques 

Feature 
Selection 

Hyperparameters Tuning 
Model performance 

(%) 

Fiky et al. [8] 2021 RF - PCA+IG - 98.4 (ACC) 

GDroid [9] 2021 GCN - PCA - ~ 97 (ACC) 
VisDroid [11] 2021 Visualization-based - - - 98.14 (ACC) 

DeepVisDroid 

[12] 
2021 Visualization-based - - - 98.96 (ACC) 

Yerime et al. 

[13] 
2019 

Ensemble model 

using K base 

machine learning 
classifier 

- IG - 98.42 (F1-score) 

D. J et al. [31] 2022 MLP-MFR Based - - - 92.04 (ACC) 

Odat and 
Yaseen [39] 

2023 RF, DT, SVM 
Random 

under-sampling 
- - 95 (ACC) 

Proposed 

model 
2023 ETC SmoteTomek mRMR/MI HGS/RS/BO 98.96 (ACC) 

 

Multivariate Feature Ranking (MFR) 

Graph Convolutional Network (GCN) 
Halving Grid Search (HGS) 

Random Search (RS) 

Bayesian Optimization (BO) 
Mutual Info (MI) 
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work have not been tested before in the compared 

previous works.  When we investigated the compared 

works, we reviled that the best performance reached 

98.98% has been achieved in our work. So, the conducted 

work outperformed the previous works in terms of 

detection accuracy and the used algorithms. The results 

of the conducted comparison study are illustrated in table 

15. 

 

6. CONCLUSION 

In this work, the impacts of feature selection and 

hyperparameter tuning on detecting malware on android 

systems have been investigated. To this end, an 

experimental comparative study has been conducted 

using five different ML algorithms, four different feature 

selection approaches, and three different hyperparameter 

tuning methods. First of all, the classes in the dataset have 

been balanced by applying three different algorithms 

namely SMOTE, SMOTETomek and ClusterCentroids. 

As a result, three different balanced datasets have been 

obtained, these datasets have been used for training 

multiple machine learning algorithms. After that, four 

different feature selection approaches namely mRMR, 

Mutual Information, Select From Model, and Select k 

Best have been adopted in order to select the best feature 

groups from the dataset. The best accuracy in this study 

reached 98.96% obtained by using all features for 

training the ETC algorithm. Also, a very high 

classification accuracy reached 98.93% obtained using 

the mutual information feature selection algorithm with 

the ETC algorithm. Although the success rate obtained 

after reducing the number of features using the mutual 

information feature selection method was less than that 

obtained using all the features these feature selection 

methods can improve the training time of the Ml 

algorithms. When the Tunning methods have been 

evaluated, in general, it has been seen that the most 

successful results have been obtained using the Bayesian 

Optimization algorithm. 

In future works, different feature selection methods will 

be tested and comparisons will be conducted. In addition, 

it is planned to increase the classification success by 

developing hybrid models instead of classical machine 

learning methods. 
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