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Abstract
Let Kν be the modified Bessel functions of the second kind of order ν and Qν (x) =
xKν−1 (x) /Kν (x). In this paper, we proved that Q′′′

ν (x) < (>) 0 for x > 0 if |ν| >
(<) 1/2, which gives an affirmative answer to a guess. As applications, some monotonicity
and concavity or convexity results as well functional inequalities involving Qν (x) are
established. Moreover, several high order monotonicity of xkQ

(n)
ν (x) on (0, ∞) for certain

integers k and n are given.
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1. Introduction
Let Kν be the modified Bessel functions of the second kind of order ν(see [11]). The

ratio
Tν (x) = Kν (x)

xKν+1 (x)
appeared in solving Schrödinger’s equation with a rectangular potential well and re-
lated problems (see [16]). Kelker [6] and Ismail and Kelker [9] found that the Student
t-distribution is infinitely divisible if and only if the ratio Tn−1/2 (

√
x) for n ∈ N is com-

pletely monotonic on (0, ∞). Whereafter, Ismail and Kelker [9] conjectured that Tν (
√

x)
is completely monotonic on (0, ∞) for all ν ≥ −1, which was solved by Grosswald [5]. As
a corollary, Grosswald [5] presented an integral representation of Tν (x):

Tν−1 (x) = Kν−1 (x)
xKν (x) = 4

π2

∫ ∞

0

dt

t (x2 + t2) (J2
ν (t) + Y 2

ν (t)) (1.1)

for ν ≥ 0 and x > 0. One year later, using the representation theorem and inversion
formula for Stieltjes transforms, Ismail [7] gave a simple proof of (1.1) and showed that (1.1)
holds for complex x. More information including integral representations and complete
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monotonicity involving the ratio Tν (x) can be found in [8, Theorems 5.1 and 5.3], [10,
Lemma 2.6].

Another ratio Qν (x) defined by

Qν (x) = xKν−1 (x)
Kν (x) = x2Tν−1 (x) (1.2)

appeared in physics [17, (4.25)] and probability [2] since the relation
1
x

Q′
ν (x) = Kν−1 (x) Kν+1 (x)

Kν (x)2 − 1.

By (1.1), the ratio Qν (x) has the following integral representation:

Qν (x) = xKν−1 (x)
Kν (x) = 4

π2

∫ ∞

0

x2

x2 + t2
dt

t (J2
ν (t) + Y 2

ν (t)) , (1.3)

and obeys the Riccati equation
xQ′

ν (x) = Qν (x)2 + 2νQν (x) − x2. (1.4)
Some good properties of Qν (x) can be seen in [17, (4.25)], [20], [27].

Recently, Yang and Tian established the notion of incompletely monotonic functions as
follows.

Definition 1.1 ([24, Definition 2]). Let the function F have derivatives of all orders on
an interval I and assume that there exits an integer n ≥ 0 such that

(−1)n F (n) (x) ≥ 0 for x ∈ I.

Then the function F is said to be incompletely monotonic on I, and the maximum such
n is called the order of the incompletely monotonic function F (x), denoted by

Oincm [F (I)] = sup
n≥0

{
n : (−1)n F (n) (x) ≥ 0 for x ∈ I

}
.

In particulary, if Oincm [F (I)] = ∞, then the function f is completely monotonic on I.

It was shown in [22, Property 7] thatx 7→ Qν (
√

x) is a Bernstein function of x on
(0, ∞) for ν ≥ 0 by using (1.3). A problem naturally arises from this: is Qν (x) still a
Bernstein function of x? or equivalently, is Q′

ν (x) a completely monotonic function of
x? The authors [22] pointed out that the answer is negative since the fourth derivative of
Q5/2 (x) changes sign on (0, ∞) (the details can be seen in Section 5 in this paper). From
this we see that Q′

ν (x) for |ν| ≥ 0 is an incompletely monotonic function of x on (0, ∞).
The authors [22, Conjecture 1] further guessed that

(−1)n Q(n)
ν (x) > (<) 0 for all x > 0 and n = 2, 3 if |ν| > (<) 1/2, (1.5)

and proved this guess is valid for n = 2 in a complicated way. Then
Qν (x) > 0, Q′

ν (x) > 0, Q′′
ν (x) > 0 for all x ∈ (0, ∞) if |ν| > 1/2,

Qν (x) > 0, Q′
ν (x) > 0, Q′′

ν (x) < 0 for all x ∈ (0, ∞) if |ν| < 1/2,

which mean that Q′′
ν (x) for |ν| > 1/2 and Q′

ν (x) for |ν| < 1/2 are 0-th and 1-th order
incompletely monotonic functions, respectively. If the guess (1.5) is valid for n = 3, then
since Q

(4)
5/2 (x) changes sign on (0, ∞), we have

Oincm
[
Q′′

ν (0, ∞)
]

= 1 for |ν| > 1/2, (1.6)
that is, the order of the incompletely monotonic function Q′′

ν (x) for |ν| > 1/2 is 1 (the
strict proof is given in Section 5). If the guess (1.5) is valid for n = 3, then we have

Q′′
ν (x) > (<) lim

x→∞
Q′′

ν (x) = 0
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for x > 0 if |ν| > (<) 1/2, which will give a simple proof of Theorem 1 in [22]. Moreover,
the validity of the guess (1.5) for n = 3 can yield more monotonicity and convexity or
concavity results related to the ratio Qν (x).

On that account, the aim of this paper is to verify the guess (1.5) for n = 3. More
precisely, we will prove the following theorem.

Theorem 1.2. For ν ∈ R, let Qν (x) be defined by (1.2). Then function Q′′′
ν (x) < (>) 0

for all x > 0 if |ν| > (<) 1/2.

From the recurrence formulas (see [18, p. 79])

xK ′
ν (x) − νKν (x) = −xKν+1 (x) ,

xK ′
ν (x) + νKν (x) = −xKν−1 (x) ,

we have

qν (x) = xK ′
ν (x)

Kν (x) = −xKν−1 (x)
Kν (x) − ν = −xKν+1 (x)

Kν (x) + ν. (1.7)

Then Theorem 1.2 is equivalent to the following

Theorem 1.3. Let ν ∈ R. Then [xK ′
ν (x) /Kν (x)]′′′ > (<) 0 for x > 0 if |ν| > (<) 1/2.

Since K−ν (x) = Kν (x), by the relation (1.7) we have

q−ν (x) = qν (x) and Q−ν (x) = Qν (x) + 2ν

for ν ≥ 0, and therefore, Q
(n)
ν (x) = Q

(n)
|ν| (x) for n ∈ N. For this reason, we always assume

that ν ≥ 0 in what follows.
The rest of this paper is organized as follows. Theorem 1.2 is proved in Section 2. As ap-

plications of Theorem 1.2, some monotonicity and concavity or convexity results involving
Qν (x) are listed in Section 3. In Section 4, several functional inequalities involving Qν (x)
are established. In Section 5, the high order monotonicity of the functions Q

(n)
ν (x) /xk

on (0, ∞) for certain suitable integers k and n are found. In the last section, we give an
answer to a guess and propose a problem on the sign of [xIν (x) /Iν+1 (x)]′′′ for x > 0 and
ν > −1/2, where Iν is the modified Bessel functions of the first kind of order ν.

2. Proof of Theorem 1.2
Our tools used in this paper contain the integral representation (1.3) and the following

two lemmas.

Lemma 2.1 ([18, p. 446]). The function

t 7→ Φν (t) = 1
t [J2

ν (t) + Y 2
ν (t)]

is increasing on (0, ∞) if ν ≥ 1/2 and is decreasing on (0, ∞) if 0 ≤ ν < 1/2.

Lemma 2.2. Suppose that
(i) the functions f, g are continuous on [a, b] (a < b);
(ii) there is a t0 ∈ (a, b) such that f (t) < 0 for t ∈ (a, t0) and f (t) > 0 for t ∈ (a, t0);
(iii) g (t) is non-negative and increasing (decreasing) on [a, b];
(iv)

∫ b
a f (t) dt ≥ (≤) 0.

Then ∫ b

a
f (t) g (t) dt ≥ (≤) g (t0)

∫ b

a
f (t) dt ≥ (≤) 0.
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Proof. Note that∫ b

a
f (t) [g (t) − g (t0)] dt =

∫ t0

a
f (t) [g (t) − g (t0)] dt +

∫ b

t0
f (t) [g (t) − g (t0)] dt.

By the conditions (ii) and (iii), we see that

f (t) [g (t) − g (t0)] ≥ (≤) 0 for t ∈ [a, t0] ,

f (t) [g (t) − g (t0)] ≥ (≤) 0 for t ∈ [t0, b] ,

which in combination with (iv) gives the desired result. �

We are now in a position to prove Theorem 1.2.

Proof of Theorem 1.2. By (1.3), Qν (x) can be represented as

Qν (x) = 4
π2

∫ ∞

0

x2

x2 + t2 Φν (t) dt.

Differentiation yields

Q′
ν (x) = 8

π2

∫ ∞

0

xt2

(t2 + x2)2 Φν (t) dt, (2.1)

Q′′
ν (x) = 8

π2

∫ ∞

0

t2 (t2 − 3x2)
(t2 + x2)3 Φν (t) dt, (2.2)

Q′′′
ν (x) = −96

π2 x

∫ ∞

0

t2 (t2 − x2)
(x2 + t2)4 Φν (t) dt := −96

π2 x

∫ ∞

0
f0 (t) Φν (t) dt,

where

f0 (t) = t2 (t2 − x2)
(x2 + t2)4 .

Clearly, f0 (t) < 0 for t ∈ (0, x) and f0 (t) > 0 for t ∈ (x, ∞); by Lemma 2.1, Φν (t) is
increasing (decreasing) on (0, ∞) if ν > (< 1/2); and by a direct computation,∫ ∞

0
f1 (t) dt =

∫ ∞

0

t2 (t2 − x2)
(x2 + t2)4 dt =

[
−1

3
t3

(t2 + x2)3

]t→∞

t→0
= 0.

It thus follows from Lemma 2.2 that∫ ∞

0
f0 (t) Φν (t) dt ≥ (≤) Φν (x)

∫ ∞

0
f0 (t) dt = 0

if ν > (< 1/2), which implies that Q′′′
ν (x) ≤ (≥) 0 for x > 0 if ν > (< 1/2), and the proof

is done. �

3. Monotonicity and concavity (convexity) results
Before we show the monotonicity and convexity results involving Qν (x), we introduce

the asymptotic behavior of Q
(n)
ν (x) for n = 0, 1, 2. Using the asymptotic formulas [1, p.

375 and p. 378]

Kν (x) ∼ 2ν−1Γ (ν) x−ν for ν > 0 and K0 (x) ∼ − ln x as x → 0,

Kν (x) ∼
√

π

2x
e−x

(
1 + 4ν2 − 1

8x
+
(
4ν2 − 1

) (
4ν2 − 9

)
2! (8x)2

)
, as x → ∞,
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the asymptotic behavior of Q
(n)
ν (x) for n = 0, 1, 2 can be described as follows:

Qν (x) ∼



1
2 (ν − 1)x2 if ν > 1,

−x2 ln x if ν = 1,

21−2ν Γ (1 − ν)
Γ (ν) x2ν if ν ∈ (0, 1) ,

− 1
ln x

if ν = 0,

as x → 0,

Qν (x) ∼ x − ν + 1
2 + ν2 − 1/4

2x
, as x → ∞.

Q′
ν (x) ∼



1
ν − 1x if ν > 1,

−x − 2x ln x if ν = 1,
ν22−2νΓ (1 − ν)

Γ (ν) x2ν−1 if ν ∈ (0, 1) ,

1
x ln2 x

if ν = 0,

as x → 0,

Q′
ν (x) ∼ 1 − ν2 − 1/4

2x2 , as x → ∞.

Q′′
ν (x) ∼



1
ν − 1 if ν > 1,

−2 ln x − 3 if ν = 1,

22−2ν ν(2ν−1)Γ(1−ν)
Γ(ν) x2ν−2 if ν ∈ (0, 1) ,

− ln x + 2
x2 ln3 x

if ν = 0,

as x → 0,

Q′′
ν (x) ∼

ν2 − 1/4
4x3 , as x → ∞.

It then follows that

Gν (x) = xQ′
ν (x) − 2Qν (x) →

{
0 as x → 0,
−∞ as x → ∞.

(3.1)

G′
ν (x) = xQ′′

ν (x) − Q′
ν (x) →


0 if ν > 1

2 as x → 0,
−∞ if ν < 1

2 as x → 0,
−1 as x → ∞.

(3.2)

hν (x) = xG′
ν (x) − Gν (x) (3.3)

= x2Q′′
ν (x) − 2xQ′

ν (x) + 2Qν (x) →
{

0 as x → 0,
1 − 2ν as x → ∞.

(3.4)

We first prove the log-concavity of the function Qν (x).
Corollary 3.1. Let ν ≥ 0. The function Qν (x) is log-concave on (0, ∞).
Proof. Differentiation yields

Q2
ν (x) [ln Qν (x)]′′ = Qν (x) Q′′

ν (x) − Q′
ν (x)2 := φν (x) ,

φ′
ν (x) = Qν (x) Q′′′

ν (x) − Q′
ν (x) Q′′

ν (x) .

If ν > (<) 1/2, then Q′′
ν (x) > (<) 0, Q′′′

ν (x) < (>) 0, which together with Qν (x) , Q′
ν (x) >

0 yields that φ′
ν (x) < (>) 0. It follows that, for x > 0,

φν (x) < lim
x→0

[
Qν (x) Q′′

ν (x) − Q′
ν (x)2

]
= 0 if ν > 1/2,

φν (x) < lim
x→∞

[
Qν (x) Q′′

ν (x) − Q′
ν (x)2

]
= −1 < 0 if ν < 1/2.
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This shows that [ln Qν (x)]′′ < 0 for x > 0 if ν ≥ 0 with ν 6= 1/2. Since Q1/2 (x) = x is
clearly log-concave on (0, ∞), Qν (x) is log-concave on (0, ∞) for all ν ≥ 0. This completes
the proof. �

Remark 3.2. Corollary 3.1 is not true for ν < 0. A counter example is

Q−3/2 (x) = x2 + 3x + 3
x + 1 ,

which satisfies [
ln Q−3/2 (x)

]′′
= −x4 + 4x3 + 2x2 − 6x − 6

(x3 + 4x2 + 6x + 3)2 .

The numerator of the above fraction is an NP-type polynomial, which has a unique zero.
For the NP-type polynomials and its sign rule can be seen [25, p. 126], [26, Sec. 2], [21].

Yang and Tian [22, Theorem 2] proved that the function Gν (x) = xQ′
ν (x) − 2Qν (x)

is strictly decreasing on (0, ∞) for ν ≥ 0. By Theorem 1.2 we further find G′′
ν (x) =

xQ′′′
ν (x) < (>) 0 if 0 ≤ ν > (<) 1/2.

Corollary 3.3. The function Gν (x) = xQ′
ν (x) − 2Qν (x) is concave (convex) on (0, ∞)

if 0 ≤ ν > (<) 1/2.

Remark 3.4. Since G′′
ν (x) < (>) 0 for x > 0 if ν > (<) 1/2, by (3.2) we have that, for

x > 0,

G′
ν (x) < lim

x→0
G′

ν (x) = 0 if ν >
1
2 ,

G′
ν (x) < lim

x→∞
G′

ν (x) = −1 < 0 if ν <
1
2 .

In view of Q1/2 (x) = x, we see that G1/2 (x) = −x, which is decreasing. This offers
another proof of the decreasing property of Gν (x) on (0, ∞) for ν ≥ 0.

Corollary 3.5. If ν > 1/2, then x 7→ [Q′
ν (x) − p] /x is increasing (decreasing) on (0, ∞)

if and only if p ≥ 1 (p ≤ 0). If 0 ≤ ν < 1/2, then it is decreasing on (0, ∞) if and only if
p ≤ 1.

Proof. Differentiation yields[
Q′

ν (x) − p

x

]′
= xQ′′

ν (x) − Q′
ν (x) + p

x2 = G′
ν (x) + p

x2 ,

where Gν (x) is defined in (3.1). Since G′′
ν (x) = xQ′′′

ν (x) < (>) 0 for x > 0 if |ν| > (<) 1/2,
the function in question is increasing (decreasing) if and only if

p ≥ sup
x>0

{
−G′

ν (x)
}

= − min
{
G′

ν (0) , G′
ν (∞)

}
or

p ≤ inf
x>0

{
−G′

ν (x)
}

= − max
{
G′

ν (0) , G′
ν (∞)

}
.

By (3.2) the required assertion follows. �

Let hν (x) be defined by (3.3). Differentiation yields

h′
ν (x) =

[
x2Q′′

ν (x) − 2xQ′
ν (x) + 2Qν (x)

]′
= x2Q′′′

ν (x) .

By (3.4) and Theorem 1.2 we have the following corollary.

Corollary 3.6. Let ν ≥ 0. If ν > (<) 1/2, then the function hν (x) defined by (3.3) is
decreasing (increasing) from (0, ∞) onto (α, β), where

α = min {0, 1 − 2ν} and β = max {0, 1 − 2ν} .
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The following corollary is a consequence of Corollary 3.6, which gives an answer to
[22, Conjecture 2].

Corollary 3.7. Let ν ≥ 0. The function ξp,ν (x) = [Qν (x) − p] /x is concave (or convex)
on (0, ∞) if and only if p ≥ − min {0, ν − 1/2} (or p ≤ − max {0, ν − 1/2}).

Proof. Differentiation yields

ξ′
p,ν (x) = xQ′

ν (x) − Qν (x) + p

x2 ,

x3ξ′′
p,ν (x) = x2Q′′

ν (x) − 2xQ′
ν (x) + 2Qν (x) − 2p := hν (x) − 2p.

By Corollary 3.6, ξ′′
p,ν (x) ≤ (≥) 0 for x > 0 if and only if

2p ≥ β or 2p ≤ α,

that is,
p ≥ − min {0, ν − 1/2} or p ≤ − max {0, ν − 1/2} .

This completes the proof. �

Taking p = 0 in Corollary 3.7, the following corollary is immediate.

Corollary 3.8. Let ν ≥ 0. The function ξ0,ν (x) = Qν (x) /x is strictly concave (convex)
on (0, ∞) if ν > (<) 1/2.

Corollary 3.9. Let ν ≥ 0 and ηp,ν (x) = xpexKν (x). Then [ln ηp,ν (x)]′′′ ≥ (≤) 0 for
x > 0 if and only if p ≥ max {ν, 1/2} (or p ≤ min {ν, 1/2}).

Proof. Differentiation yields

[ln ηp,ν (x)]′ = p

x
+ 1 + K ′

ν (x)
Kν (x) ,

which, by using the relation (1.7), can be written as

[ln ηp,ν (x)]′ = 1 + p − ν − Qν (x)
x

= 1 − ξp−ν,ν (x) .

By Theorem 1.3, we immediately deduce that [ln ηp,ν (x)]′′′ ≥ (≤) 0 for x > 0 if and only
if

p − ν ≥ − min {0, ν − 1/2} or p − ν ≤ − max {0, ν − 1/2} ,

that is,
p ≥ max {ν, 1/2} or p ≤ min {ν, 1/2} ,

which completes the proof. �

4. Several functional inequalities for Qν (x)
In this section, we present several functional inequalities involving Qν (x) using the

monotonicity and concavity or convexity results given in previous section.
Differentiating for Riccati equation (1.4) we have

xQ′′
ν (x) + Q′

ν (x) = 2Qν (x) Q′ (x) + 2νQ′
ν (x) − 2x.

Applying Riccati equation (1.4) we obtain that
x2Q′′

ν (x) = 2Qν (x)
[
xQ′ (x)

]
+ (2ν − 1)

[
xQ′

ν (x)
]

− 2x2

= 2Q3
ν (x) + (6ν − 1) Q2

ν (x) +
(
2ν (2ν − 1) − 2x2

)
Qν (x) − (2ν + 1) x2.

Then
xG′

ν (x) = x2Q′′
ν (x) − xQ′

ν (x)
= 2Q3

ν (x) + 2 (3ν − 1) Q2
ν (x) + 2

(
2ν (ν − 1) − x2

)
Qν (x) − 2νx2,
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hν (x) = x2Q′′
ν (x) − 2xQ′

ν (x) + 2Qν (x)
= 2Q3

ν (x) + 3 (2ν − 1) Q2
ν (x) + 2

(
(2ν − 1) (ν − 1) − x2

)
Qν (x) − (2ν − 1) x2.

Since G′′
ν (x) = xQ′′′

ν (x), h′
ν (x) = x2Q′′′

ν (x), by Theorem 1.2 and those limit values of
G′

ν (x) and hν (x) given in (3.2) and (3.3), we immediately get the following corollary.

Corollary 4.1. Let ν ≥ 0. (i) If ν > 1/2, then the double inequality

−x < 2Q3
ν (x) + 2 (3ν − 1) Q2

ν (x) + 2
(
2ν (ν − 1) − x2

)
Qν (x) − 2νx2 < 0,

holds for x > 0. If ν < 1/2, then the left hand side inequality reverses.
(ii) If ν > (<) 1/2, then the double inequality

1 − 2ν < (>) 2Q3
ν (x) + 3 (2ν − 1) Q2

ν (x)
+2
(
(2ν − 1) (ν − 1) − x2

)
Qν (x) − (2ν − 1) x2 < (>) 0

holds for x > 0.

Using the concavity or convexity of the function Gν (x) on (0, ∞) given in Corollary
3.1, we find that the function

x 7→ g (x) = Gν (x) − Gν (0)
x − 0 = xQ′

ν (x) − 2Qν (x)
x

is decreasing (increasing) if 0 ≤ ν > (<) 1/2. By (3.2) we see that

lim
x→0

g (x) = lim
x→0

G′
ν (x) =

{
0 if ν > 1

2 ,
−∞ if ν < 1

2 ;

Also, as x → ∞,

g (x) = xQ′
ν (x) − 2Qν (x)

x
∼

x − 2x

x
= −1.

It follows that, for x > 0,

−1 <
xQ′

ν (x) − 2Qν (x)
x

< 0 if ν > 1/2, (4.1)

−∞ <
xQ′

ν (x) − 2Qν (x)
x

< −1 if ν < 1/2. (4.2)

By Riccati equation (1.4) we have

xQ′
ν (x) − 2Qν (x) = Qν (x)2 + 2 (ν − 1) Qν (x) − x2

= [Qν (x) + ν − 1]2 −
[
x2 + (ν − 1)2

]
.

Solving the inequalities (4.1) and (4.2), we can derive the following sharp bounds for
Qν (x).

Corollary 4.2. Let ν ≥ 0. (i) If ν > 1/2, then the inequalities

Qν (x) <
√

x2 + (ν − 1)2 − (ν − 1) , (4.3)
x2 − x + (ν − 1)2 < [Qν (x) + ν − 1]2 (4.4)

hold for x > 0. (ii) If ν < 1/2, then the inequality

Qν (x) <
√

x2 − x + (ν − 1)2 − (ν − 1) (4.5)
holds for x > 0.

Remark 4.3. The inequality (4.3) for ν ≥ 0 was due to [14, Eq. (75)]. Clearly, for
0 ≤ ν < 1/2, the upper bound in (4.5) is better than in (4.3).



High order monotonicity of a ratio of the modified Bessel function 1667

Remark 4.4. The inequality (4.4) implies that√
x2 − x + (ν − 1)2 − (ν − 1) < Qν (x)

for x ≥ 1 and ν > 1/2. This lower bound is weaker than in [22, (3.9)] (see also [4, (3.10)]).

Since Q′′
ν (x) > (<) 0 if 0 ≤ ν > (<) 1/2 and [ln Qν (x)]′′ < 0 for x > 0, we have the

following corollary.

Corollary 4.5. Let ν ≥ 0. The following inequalities hold for x, y > 0 with x 6= y:√
Qν (x) Qν (y) < Qν

(
x + y

2

)
<

Qν (x) + Qν (y)
2 if ν >

1
2 ,

√
Qν (x) Qν (y) <

Qν (x) + Qν (y)
2 < Qν

(
x + y

2

)
if ν <

1
2 .

A function f : (a, ∞) → R is said to be superadditive if

f(x) + f(y) ≤ f(x + y) for x, y ∈ (a, ∞) .

If −f is superadditive, then f is called subadditive on (a, ∞) (see [13]). It is easy to see
that every convex function f : [0, ∞) → R satisfies a functional inequality

f(x) + f(y) ≤ f (0) + f(x + y) for x, y ∈ [0, ∞)

(see [12]). Now, according to Theorem 1.2, Corollaries 3.3 and 3.8, the functions Q′
ν (x),

Gν (x) = xQ′
ν (x) − 2Qν (x) and Qν (x) /x = Kν−1 (x) /Kν (x) are concave on (0, ∞) if

ν > 1/2 with

lim
x→0

Q′
ν (x) = lim

x→0
Gν (x) = lim

x→0

Qν (x)
x

= 0.

Then we have

Q′
ν (x) + Q′

ν (y) > Q′
ν (x + y) ,

xQ′
ν (x) − 2Qν (x) + yQ′

ν (y) − 2Qν (y) > (x + y) Q′
ν (x + y) − 2Qν (x + y) ,

Qν (x)
x

+ Qν (y)
y

>
Qν (x + y)

x + y

for x, y > 0.

Corollary 4.6. Let ν > 1/2. The functions Q′
ν (x), xQ′

ν (x) − 2Qν (x) and Qν (x) /x are
subadditive on (0, ∞).

As shown in Corollary 3.9, the function [ln ηp,ν (x)]′ = [ln (xpexKν (x))]′ is convex (con-
cave) on (0, ∞) if and only if p ≥ max {ν, 1/2} (p ≤ min {ν, 1/2}). Applying Hermite-
Hadamard inequality yields that[

ln ηp,ν

(
x + y

2

)]′
< (>)

∫ y
x [ln ηp,ν (t)]′ dt

y − x
< (>) [ln ηp,ν (x)]′ + [ln ηp,ν (y)]′

2
for x, y > 0 with x 6= y if p ≥ max {ν, 1/2} (p ≤ min {ν, 1/2}). Then the following
inequalities are immediate.

Corollary 4.7. Let ν ≥ 0. If p ≥ max {ν, 1/2}, then the double inequality

p − ν − Qν ((x + y) /2)
(x + y) /2 <

1
x − y

ln
(

xpKν (x)
ypKν (y)

)
<

1
2

[
p − ν − Qν (x)

x
+ p − ν − Qν (y)

y

]
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holds for x, y > 0 with x 6= y. It is reversed if p ≤ min {ν, 1/2}. In particular, when p = ν
we have

1
2

[
Qν (x)

x
+ Qν (y)

y

]
< (>) 1

y − x
ln
(

xνKν (x)
yνKν (y)

)
< (>) 2

x + y
Qν

(
x + y

2

)
for x, y > 0 with x 6= y and ν > (<) 1/2.

5. Further results
We have proven that Qν (x) satisfies that Q′

ν (x) > 0 and (−1)k Q
(k)
ν (x) > (<) 0 if

0 ≤ ν > (<) 1/2 for x > 0 and k = 2, 3. In Section 1, we claim that (1.6) holds, which is
needed a strict proof. First, as mentioned in Section 1, the fourth derivative of Q5/2 (x)
changes sign on (0, ∞). In fact, when ν = 5/2,

Q5/2 (x) = x2 (x + 1)
x2 + 3x + 3 ,

the fourth order derivative of which equals to

Q
(4)
5/2 (x) = 72x5 + 10x4 + 30x3 + 30x2 − 9

(x2 + 3x + 3)5 .

Clearly, the numerator of the above fraction is an NP-type polynomial, hence there is an
x0 > 0 such that Q

(4)
5/2 (x) < 0 for x ∈ (0, x0) and Q

(4)
5/2 (x) > 0 for x ∈ (x0, ∞). Second,

we claim that Q
(n)
ν (x) for |ν| > 1/2 and n ≥ 5 also changes sign on (0, ∞). If not, that

is, Q
(n)
ν (x) does not changes sign on (0, ∞), then Q

(n)
ν (x) > (<) 0 for all x ∈ (0, ∞). This

yields
Q(n−1)

ν (x) < (>) lim
x→∞

Q(n−1)
ν (x) = 0

for all x ∈ (0, ∞). In particular, Q
(4)
ν (x) < (>) 0 for all x > 0 and |ν| > 1/2, which yields

a contradiction with that Q
(4)
5/2 (x) changes sign on (0, ∞). This proves claim (1.6).

Remark 5.1. It should be pointed out that the claim (1.6) is valid only for |ν| > 1/2,
while |ν| < 1/2, we guess that Q

(4)
ν (x) also changes sign on (0, ∞). Then

Oincm
[
Q′

ν (0, ∞)
]

= 2 for |ν| < 1/2.

Now, let us consider the high order monotonicity of the function Q
(n)
ν (x) /xk for certain

k, n ∈ N. We have seen that Qν (x) is not a completely monotonic function and Q′
ν (x)

is an incompletely monotonic function of x on (0, ∞). However, the product of a com-
pletely monotonic function and a not completely monotonic function may be completely
monotonic. In fact, we find that the functions Qν (x) /x3 and Q′

ν (x) /x3 are completely
monotonic on (0, ∞) for ν ∈ R. To prove this, the following lemma is needed.

Lemma 5.2. For t, x > 0 and k = 1, 2, let

fk (x, t) = 1
x (x2 + t2)k

.

Then f1 (x, t) is completely monotonic in x on (0, ∞).

Proof. Note that
1
x

=
∫ ∞

0
e−xudu and x

x2 + t2 =
∫ ∞

0
cos (tu) e−xudu.

Then

f1 (x, t) = 1
x (x2 + t2) = 1

t2

(1
x

− x

x2 + t2

)
= 1

t2

∫ ∞

0
(1 − cos (tu)) e−xudu,

which is clearly completely monotonic in x on (0, ∞), and the proof is completed. �
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Theorem 5.3. Let ν ∈ R. The functions x 7→ Qν (x) /x3 and x 7→ Q′
ν (x) /x3 are

completely monotonic on (0, ∞).

Proof. By the integral representation (1.3) we have
Qν (x)

x3 = 4
π2

∫ ∞

0

1
x (x2 + t2)Φν (t) dt = 4

π2

∫ ∞

0
f1 (x, t) Φν (t) dt,

Q′
ν (x)
x3 = 8

π2

∫ ∞

0

t2

x2 (x2 + t2)2 Φν (t) dt. = 8
π2

∫ ∞

0
f2

1 (x, t) t2Φν (t) dt.

From Lemma 5.2, we see that f1 (x, t) is completely monotonic in x on (0, ∞), and so is
f2

1 (x, t). Then the desired results follow immediately. �

Next we present two incompletely monotonic functions having the form of Q
(n)
ν (x) /xk.

The first example is the function x 7→ Q′
ν (x) /x2. By (2.1) we have

Q′
ν (x)
x2 = 8

π2

∫ ∞

0

t2

x (t2 + x2)2 Φν (t) dt = 8
π2

∫ ∞

0
f2 (x, t) Φν (t) dt.

It is easy to check that

f2 (x, 1) = 1
x (x2 + 1)2 =

∫ ∞

0

(
1 − 1

2u sin u − cos u

)
e−xudu.

Since the function 1 − (u sin u) /2 − cos u infinitely changes sign on (0, ∞), by Bernstein
theorem [19, p. 161, Theorem 12b] we see that f2 (x, t) = t−5f2 (x/t, 1) is not completely
monotonic in x on (0, ∞). But a computation by mathematical soft we find that

f
(10)
2 (x, 1) = 3628 800

x11 (x2 + 1)12 P10
(
x2
)

,

where

P10 (x) = 1001x10 − 4004x9 + 5148x8 − 572x7 + 1001x6

+792x5 + 495x4 + 220x3 + 66x2 + 12x + 1,

which is positive for x > 0 due to

P10 (x) > 1001x10 − 4004x9 + 5148x8 − 572x7 + 1001x6

= 1001x8 (x − 2)2 + 143
2 x6 (4x − 1)2 + 1859

2 x6 > 0

for x > 0. Then
∂10

∂x10 f2 (x, t) = 1
t5

∂10

∂ (x/t)10 f2

(
x

t
, 1
)

× ∂10 (x/t)
∂x10 > 0

for x, t > 0. This implies that
[
Q′

ν (x) /x2](10)
> 0 for x > 0. Since

1
x2 Q′

ν (x) ∼ 1
x2 as x → ∞,

we see that
[
Q′

ν (x) /x2](n) → 0 as x → ∞ for 0 ≤ n ≤ 9. Then we have the following
statement.

Theorem 5.4. Let ν ∈ R. Then (−1)k [Q′
ν (x) /x2](k)

> 0 for x > 0 and k = 1, 2, ..., 10.

Remark 5.5. Theorem 5.4 tells us that x 7→ Q′
ν (x) /x2 is a 10-th order incompletely

monotonic function on (0, ∞), and hence

Oincm

[
Q′

ν

x2 (0, ∞)
]

≥ 10.
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Further, we guess that

Oincm

[
Q′

ν

x2 (0, ∞)
]

= 18.

The second incompletely monotonic function is: x 7→ Q′′
ν (x) /x. By (2.2), we have

Q′′
ν (x)
x

= 8
π2

∫ ∞

0

t2 (t2 − 3x2)
x (t2 + x2)3 Φν (t) dt := 8

π2

∫ ∞

0
g1 (x, t) Φν (t) dt.

Differentiation yields

∂4g1 (x, t)
∂x4 = 24t2 t10 + 7t8x2 + 21t6x4 − 105t4x6 + 630t2x8 − 210x10

x5 (t2 + x2)7

= 24 t2x5

(t2 + x2)7 g2

(
t2

x2

)
,

where

g2 (y) = y5 + 7y4 + 21y3 − 105y2 + 630y − 210.

Since

g′
2 (y) = 5y4 + 28y3 + 63y2 − 210y + 630 > 0

for y > 0, with g2 (0) = −210 < 0 and g2 (∞) = ∞, there is y0 ∈ (0, ∞) such that
g2 (y) < 0 for y ∈ (0, y0) and g2 (y) > 0 for y ∈ (y0, ∞). This means that g2

(
t2/x2) < 0 for

t ∈ (0, t0) and g2
(
t2/x2) > 0 for t ∈ (t0, ∞), where t0 = x

√
y0, and so is ∂4g1 (x, t) /∂x4.

Note that ∫ ∞

0

∂4g1 (x, t)
∂x4 dt =

[
−24 t3 (t8 + 6t6x2 + 15t4x4 + 70x8)

x5 (t2 + x2)6

]t→∞

t→0
= 0.

Using Lemmas 2.1 and 2.2 we immediately obtain that [Q′′
ν (x) /x](4) > (<) 0 for x > 0.

From (3.1) it is seen that

1
x

Q′′
ν (x) ∼ ν2 − 1/4

4x4 as x → ∞,

which indicates that [Q′′
ν (x) /x](n) → 0 as x → ∞ for n ≥ 0. We thus conclude that

(−1)k [Q′′
ν (x) /x](k) > (<) 0 for x > 0 and k = 1, 2, 3, 4. Then we have the following

statement.

Theorem 5.6. Let ν ∈ R. If |ν| > (<) 1/2, then (−1)k [Q′′
ν (x) /x](k) > (<) 0 for x > 0

and k = 1, 2, 3, 4.

Remark 5.7. Theorem 5.6 shows that x 7→ Q′′
ν (x) /x2 for |ν| > 1/2 is a 4-th order

incompletely monotonic function on (0, ∞), and hence

Oincm

[
Q′′

ν

x
(0, ∞)

]
≥ 4 for |ν| > 1/2.

Further, elaborate computations support the following guess:

Oincm

[
Q′′

ν

x
(0, ∞)

]
= 8 for |ν| > 1/2.
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6. Conclusions
In this paper, we proved that Q′′′

ν (x) < (>) 0 for x > 0 if |ν| > (<) 1/2, which gives an
affirmative answer to the guess (1.5) for n = 3. This together with Q−ν (x) = Qν (x) + 2ν
yields some monotonicity and concavity (convexity) results, including,

• Qν (x) is log-concave on (0, ∞) for ν ≥ 0;
• Gν (x) = xQ′

ν (x) − 2Qν (x) is concave (convex) on (0, ∞) if |ν| > (<) 1/2;
• hν (x) = x2Q′′

ν (x) − 2xQ′
ν (x) + 2Qν (x) is decreasing (increasing) on (0, ∞) for

ν ∈ R;
• for ν ≥ 0, ξp,ν (x) = [Qν (x) − p] /x is concave (or convex) on (0, ∞) if and only if

p ≥ − min {0, ν − 1/2} (or p ≤ − max {0, ν − 1/2}).
Furthermore, using the integral representation (1.3) and Lemmas 2.1 and 2.2 we estab-

lished several high order monotonicity results, for example,
• the functions x 7→ Qν (x) /x3 and Q′

ν (x) /x3 for ν ∈ R are completely monotonic
on (0, ∞);

• for ν ∈ R, (−1)k [Q′
ν (x) /x2](k)

> 0 for x > 0 and k = 1, 2, ..., 10;
• if |ν| > (<) 1/2, then (−1)k [Q′′

ν (x) /x](k) > (<) 0 for x > 0 and k = 1, 2, 3, 4.
Moreover, consider another important ratio

Wν (x) = xIν (x)
Iν+1 (x) ,

where Iν is the modified Bessel functions of the first of order ν. Simpson and Spector [15]
showed that the ratio Wν (x) is convex in x on (0, ∞) for all ν ≥ 0. Baricz [3, p. 591]
conjectured the function Wν (x) is strictly convex on (0, ∞) for all ν > −1. Very recently,
Yang and Tian [23, Theorem 3] have proved that Wν (x) is strictly convex on (0, ∞) if and
only if ν ≥ −1/2. Due to the relations

yν (x) = xI ′
ν (x)

Iν (x) = Wν−1 (x) − ν

(see [28, Eq. (15)]), (1.7) and Wronskian recurrence relation

xI ′
ν (x)

Iν (x) − xK ′
ν (x)

Kν (x) = 1
Iν (x) Kν (x) ,

we have
1

Iν (x) Kν (x) = Wν−1 (x) + Qν (x) . (6.1)

Since Q′′
ν (x) , W ′′

ν−1 (x) > 0 for x > 0 and ν > 1/2, we conclude that

Theorem 6.1. The function [Iν (x) Kν (x)]−1 is strictly convex in x on (0, ∞) if ν > 1/2.

Remark 6.2. The above theorem gives an answer to the guess given in [22, Conjecture
3].

Finally, since the similarity between the ratios Wν (x) and Qν (x), inspired by that
Q′′′

ν (x) < 0 for x > 0 and ν > 1/2, we propose the following problem.

Problem 6.3. If ν > −1/2 then W ′′′
ν (x) < 0 for x > 0?

Remark 6.4. If the above problem is solved, then by (6.1) we find that[ 1
Iν (x) Kν (x)

]′′′
< 0 for x > 0 and ν > 1/2.



1672 Z.-H. Yang, J.-F. Tian

References
[1] M. Abramowitz and I. A. Stegun (Eds), Handbook of Mathematical Functions with

Formulas, Graphs, and Mathematical Tables, National Bureau of Standards, Applied
Mathematics Series 55, 10th printing, Dover Publications, New York and Washington,
1972.

[2] M. D. Alenxandrov and A. A. Lacis, A new three-parameter cloud/aerosol particle
size distribution based on the generalized inverse Gaussian density function, Appl.
Math. Comput. 116, 153–165, 2000.

[3] A. Baricz, Bounds for modified Bessel functions of the first and second kinds, Proc.
Edinb. Math. Soc. 53, 575–599, 2010.

[4] Á. Baricz, Bounds for Turánians of modified Bessel functions, Expo. Math. 2015 (2),
223–251, 2015.

[5] E. Grosswald, The Student t-distribution of any degree of freedom is infinitely divisible,
Z. Wahrscheinlichkeitstheorie und Verw. Gebiete 36 (2), 103–109, 1976.

[6] D. H. Kelker, Infinite divisibility and variance mixtures of the normal distribution,
Ann. Math. Statist. 42, 802–808, 1971.

[7] M. E. H. Ismail, Bessel functions and the infinite divisibility of the Student t-
distribution, Ann. Probability 5 (4), 582–585, 1977.

[8] M. E. H. Ismail, Intergal representations and complete monotonicity of various quo-
tients of Bessel functions, Canadian J. Math. 29 (6), 1198–1207, 1977.

[9] M. E. H. Ismail and D. H. Kelker, The Bessel polynomials and the student t-
distribution, SIAM J. Math. Anal. 7, 82–91, 1976.

[10] M. E. H. Ismail and M. E. Muldoon, Monotonicity of the zeros of a cross-product of
Bessel functions, SIAM J. Math. Anal. 9 (4), 759–767, 1978.

[11] Z.-X. Mao and J.-F. Tian, Monotonicity and complete monotonicity of some functions
involving the modified Bessel function of the second kind, C. R. Math. Acad. Sci. Paris
361, 217–235, 2023.

[12] M. Petrović, Sur une équation fonctionnelle, Publ. Math. Univ. Belgrade 1, 149–156,
1932.

[13] R. A. Rosenbaum, Subadditive functions, Duke Math. J. 17 (1950), 227–242.
[14] J. Segura, Bounds for ratios of modified Bessel functions and associated Turán-type

inequalities, J. Math. Anal. Appl. 374 (2), 516–528, 2011.
[15] H. C. Simpson and S. J. Spector, Some monotonicity results for ratios of modified

Bessel functions, Quart. Appl. Math. 42 (1), 95–98, 1984.
[16] L. Trlifaj, Asymptotic ratios of Bessel functions of purely imaginary argument, Apl.

Mat. 19, 1–5, 1974.
[17] H. Van Haeringen, Bound states for r-2-like potentials in one and three dimensions,

J. Math. Phys. 19, 2171–2179, 1978.
[18] G. N. Watson, A Treatise on the Theory of Bessel Functions, Cambridge University

Press, Cambridge, 1944.
[19] D. V. Widder, The Laplace Transform, Princeton University Press, Princeton, 1946.
[20] Z. Yang and J.-F. Tian, Monotonicity rules for the ratio of two Laplace transforms

with applications, J. Math. Anal. Appl. 470 (2), 821–845, 2019.
[21] Z.-H. Yang and J.-F. Tian, A new chain of inequalities involving the Toader-Qi,

logarithmic and exponential means, Appl. Anal. Discrete Math. 15 (2), 467–485, 2021.
[22] Z.-H. Yang and J.-F. Tian, Convexity of a ratio of the modified Bessel functions of

the second kind with applications, Proc. Amer. Math. Soc. 150 (7), 2997–3009, 2022.
[23] Z.-H. Yang and J.-F. Tian, Convexity of ratios of the modified Bessel functions of the

first kind with applications, Rev. Mat. Complut. 36 (3), 799–825, 2023.
[24] Z.-H. Yang and J.-F. Tian, The signs rule for the Laplace integrals with applications,

Indian J. Pure Appl. Math. https://doi.org/10.1007/s13226-023-00447-6.



High order monotonicity of a ratio of the modified Bessel function 1673

[25] Z.-H. Yang, J.-F. Tian and M.-K. Wang, A positive answer to Bhatia–Li conjecture
on the monotonicity for a new mean in its parameter, Rev. R. Acad. Cienc. Exactas
Fís. Nat. Ser. A Mat. RACSAM 114 (3), Paper No. 126, 2020.

[26] Z.-H. Yang, J.-F. Tian and Y.-R. Zhu, A sharp lower bound for the complete ellip-
tic integrals of the first kind, Rev. R. Acad. Cienc. Exactas Fís. Nat. Ser. A Mat.
RACSAM 115 (1), Paper No. 8, 17 pages, 2021.

[27] Z.-H. Yang and S.-Z. Zheng, The monotonicity and convexity for the ratios of modified
Bessel functions of the second kind and applications, Proc. Amer. Math. Soc. 145,
2943-2958, 2017.

[28] Z.-H. Yang and S.-Z. Zheng, Monotonicity and convexity of the ratios of the first kind
modified Bessel functions and applications, Math. Inequal. Appl. 21 (1), 107–125,
2018.


