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Article Info Abstract: In this paper, we investigate the performance of the YOLO v5s (You 
Only Look Once) model for the identification of individual cattle in a cattle herd. 
The model is a popular method for real-time object detection, accuracy, and speed. 
However, since the videos obtained from the cattle herd consist of free space 
images, the number of frames in the data is unbalanced. This negatively affects 
the performance of the YOLOv5 model. First, we investigate the model 
performance on the unbalanced initial dataset obtained from raw images, then we 
stabilize the initial dataset using some data augmentation methods and obtain the 
model performance. Finally, we built the target detection model and achieved 
excellent model performance with an mAP (mean average precision) of 99.5% on 
the balanced dataset compared to the model on the unbalanced data (mAP of 
95.8%). The experimental results show that YOLO v5s has a good potential for 
automatic cattle identification, but with the use of data augmentation methods, 
superior performance can be obtained from the model. 
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1. Introduction  

The increasing demand for animal products requires breeders to increase production without 
compromising animal welfare (Masebo et al., 2023). Therefore, it is important to solve on/off-farm 
management problems with less cost. Livestock farmers and producers are very concerned with the 
identification of their animals for management simplicity. It is known that most farms today use artificial 
farming methods and many of them utilize ear tags to count or identify the animals (Zhang et al., 2022). 
Traditional techniques for animal identification other than ear tags include microchips and Radio 
Frequency Identification (RFID) tags. All of these methods require direct contact and can cause varying 
degrees of injury to animals. Animal recognition and well-being evaluation utilizing non-invasive digital 
technology has received attention in agriculture in recent years, particularly for accuracy tracking (Dac 
et al., 2022; Zhang et al., 2022). Recently, a lot of work has been done in livestock management, 
including modern and intelligent methods using computer vision methods utilizing deep learning. Image 
processing and object detection have become very popular in these studies with the advancing graphics 
processing unit (GPU) technology. Object detection studies with computer vision are quite remarkable 
and have been extensively used in animal identification. Features such as body patterns, muzzle structure 
and posture are used to recognize individual farm animals. R-CNN object detection has been used to 
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detect the tail of a cow for body condition score (Huang et al., 2019) and to identify individual cattle 
(Andrew et al., 2017). Among the object detection methods, YOLO (You Only Look Once) is a 
remarkable and useful tool. The YOLO v5 algorithm has been used by different researchers for accurate 
identification of domestic cattle (Luo et al., 2022), cattle counting from UAV images (de Lima Weber 
et al., 2023), face identification in dairy cows (Dac et al., 2022), accurate and fast detection of goats 
(Zhang et al., 2022), and sheep behavior identification (Chen et al., 2022). Recent studies have shown 
that deep learning technologies that are non-invasive and do not affect animal welfare have the potential 
to provide ease of livestock identification and management (Bati and Ser, 2023; Subedi et al., 2023). In 
deep learning studies, unbalanced datasets are encountered, which affect network performance and are 
a chronic problem for almost every study. Especially in image classification or object detection studies 
in animal production, it is challenging to get the same amount of data such as images and videos for 
each class.  

This study was designed to investigate the performance loss caused by unbalanced datasets in 
computer vision studies and to provide solutions.  The rest of the paper, in which we use object detection 
from Holstein Friesian cattle images for individual cattle identification and improve the performance of 
the method with data augmentation methods, is arranged as follows; In the section two, the original 
dataset, the methodology used and experimental setup are presented. The third section presents the 
individual cattle identification results and the last two sections present the discussion and conclusion 
respectively.  

2. Material and Methods  

2.1. Original dataset 

In this study, we used the FriesianCattle2017 (Andrew et al., 2016; Andrew et al., 2017) dataset, 
which consists of 940 RGB images of 89 different Holstein Friesian cattle. The data was captured in a 
real closed farm context, over a two-hour session, using a camera mounted on a walkway between pens 
and milking stations (Andrew et al., 2017). More detailed information on dataset acquisition can be 
found in Andrew et al. (2016) and Andrew et al. (2017). Sample frames of individuals in the dataset are 
presented in Figure 1. 

 

 
Figure 1. Sample frames from the original dataset. 

2.2. Deep neural architectures: YOLO v5s object detection algorithm 

The YOLOv5 network model is one of the state-of-the-art object detection algorithms with high 
detection accuracy proposed by Glenn Jocher in 2020 (Jocher, 2020). The YOLO v5 network has the 
highest computational speed because the size of the weight file of the target detection network model is 
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small (Chen et al., 2022). This shows YOLO v5 is appropriate for applying real-time detection. We 
preferred the YOLO v5s network for cattle identification due to its advantages such as high detection 
accuracy, lightweight features, as well as detection speed (Yan et al., 2021). YOLO v5 network consists 
of four main components, namely the input, backbone (CSPDark net), neck(PANet), and head. Input 
terminal mainly includes data preprocessing, including mosaic data augmentation and adaptive image 
filling (Li et al., 2022). Once the image is input, it is aggregated in the backbone and generates image 
features at different image detail levels. It was based on the Cross-Stage-Partial-Network (CSPNet) 
(Jintasuttisak et al., 2022). The neck then combines the image features and passes them to the prediction 
layer. YOLO v5 uses the Path-Aggregation-Network (PANet) (Liu et al., 2018) in the model neck for 
extracting feature pyramids. The head estimates image features to create bounding boxes and predictive 
category (Chen et al., 2022; Jintasuttisak et al., 2022). The architecture of the YOLO v5 is presented in 
Figure 2. 

 

 

Figure 2. Architecture of the YOLO v5 (Egi et al., 2022). 

2.2.1. Intersection over union (IoU) 

This metric is used to find the match between each cattle's ground truth annotations and 
predicted bounding boxes to make a quantitative comparison of performance. As shown in Figure 3, we 
calculated the IoU as the area of the intersections between the predicted cattle bounding box and the 
ground truth divided by the area of the unions. The estimated bounding box with an IoU equal to or 
greater than 0.5 was considered the correct prediction of cattle. To evaluate the performance of the 
models comparatively, the number of accurate predictions was used in the calculation of performance 
metrics (Jintasuttisak et al., 2022). 
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Figure 3. Calculation of IoU using predicted (𝐵𝐵!"#) and ground-truth bounding boxes (𝐵𝐵$%). Area 
(𝐵𝐵$% ∩ 𝐵𝐵!"#); Intersection of 𝐵𝐵!"# and 𝐵𝐵$% area	(𝐵𝐵$% ∪ 𝐵𝐵!"#); Union of 𝐵𝐵!"# and 𝐵𝐵$%. 

2.3. Experimental setup 

In this study, we followed the stages shown in Figure 4 for preprocessing, model training, and 
evaluation. In the first stage, we performed dataset creation (detailed description in section 2.3.1). In the 
second stage, we labeled and split the dataset (for training and validation). In the third stage, the mosaic 
data augmentation method was activated for YOLOv5, and training was performed. In the last stage, 
testing of the obtained models was performed. 

 

 
Figure 4. Data evaluation stages. 
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2.3.1. Experimental datasets 

Considering the number of frames in Figure 5 for 89 different cattle in the original dataset, we 
used 20 Holstein Fresian cattle with 15 or more frames in our study and defined this dataset as Dataset 
I. Then, we created Dataset II by modifying Dataset I. A visualization showing the number of frames in 
both datasets is given in Figure 6. 

  

 
Figure 5. Number of frames in the original dataset. 

 
Figure 6. Number of frames in both datasets used in the study. 

Detailed information on the construction of both datasets is provided. 
Dataset I (Unbalanced): In this dataset, 539 images from videos of 20 cattle were used. While 

432 of these images were used to train the models, 107 were used for testing. Figure 6 shows that the 
number of frames between classes is highly unbalanced due to the nature of the dataset. This is due to 
the fact that the animals were released on the walkway without any direction when the images were 
taken. 

Dataset II (Balanced): In order to enrich the image data of the training set and to overcome the 
unbalance in Dataset I, we performed data augmentation using the "Augmentor" option in python. We 
used the data augmentation methods of rotate, zoom, skew, distortion, shear, and flip to arrange 50 
frames in all classes of Dataset I. Thus, we balanced the dataset and used 800 frames for training and 
200 frames for testing the models. Figure 7 shows examples of the application of data augmentation 
methods for Dataset I. 
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Figure 7. Implementation of data augmentation methods on the dataset I. 

2.3.2. Ground truth labeling 

In order to manually annotate cattle in the images, rectangular boxes were drawn to include the 
target cattle using the MakeSense (Skalski, 2019) image data annotation tool. The labeling process was 
completed by assigning cattle numbers to the drawn boxes. Afterward, the label package was created by 
saving the YOLO format files in zip format. The labeling process is given in Figure 8. 
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Figure 8. Ground truth labelling. 

2.3.3. Network training parameters  

In this paper, a ratio of 80%-20% is used for training and testing. The models have a batch size 
of 16, learning rate of 0.01, momentum of 0.937, epoch of 100, image size of 416, and optimization 
method of SGD. The open-source Python 3.8 (Van Rossum and Drake, 2009) package program and 
Pytorch 1.11.0 (Paszke et al., 2019), a high-performance deep learning library for YOLO v5s, were used 
in deep learning analyses. The information about some of the specific configurations we used is given 
in Table 1. 

Table 1. Environment settings created for experimental processes 

 Parameters Configurations 

Software 

Operation system Windows 10 
Framework for deep learning Pytorch 1.11.0 

Langue of programming Python 3.8 
IDE Spyder 4.1.4 

GPU accelerated environment CUDA 11.0 

Hardware 
GPU GeForce RTX 2070, 

8 GB GDDR6 Dedicated VRAM 

CPU Intel Core i7-9750H @ 32 GB DDR4 
2666 MHz 

2.3.4. Performance evaluation 

The criteria used to evaluate the performances of the models are Precision, Recall, and mAP 
(mean average precision). These metrics are calculated with tp (true positives), fp (false positives) and 
fn (false negatives) values obtained from the confusion matrix by Equation 1-3. 

 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =

𝑡𝑝
𝑡𝑝 + 𝑓𝑝 (1) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑡𝑝

𝑡𝑝 + 𝑓𝑛 (2) 

𝑚𝐴𝑃 =
1
𝑁5𝐴𝑃!

"

!#$

 (3) 

Where; 
AP: Average precision 
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3. Results 

This section presents the performance results of the YOLO v5s algorithm for dataset I 
(unbalanced) and dataset II (balanced).  

 

3.1. Dataset I results 

Figure 9 shows the performance graphs of the YOLO v5s obtained from the training and 
validation dataset for the unbalanced dataset. The loss and mAP curves converge towards the 100th 
epoch. At the same time, the mAP value reached its highest value of 0.958 at epoch 76.  

 

 
Figure 9. Model performance results trained on dataset I (Unbalanced). 

The confusion matrix in Figure 10 demonstrates the functional ability of the YOLO v5s model 
to accurately predict the frames of cattle in images. The vertical and horizontal axes are the actual and 
predicted labels, respectively, and the diagonal represents the accurately identified frames. When the 
confusion matrix in Figure 10 is analyzed, all frames of 9 cattle are correctly identified. Only one of the 
4 frames belonging to cow-35 was correctly identified, while one was identified as cow-39 and two were 
identified as background. It is understood that most of the frames that were actually cow-73 were 
identified as cow-53 and one frame that was actually cow-59 was identified as background. However, 
some frames that were actually cow-10, cow-19, cow-34 and background were predicted as cow-21. 
Images comparing some of the frames predicted by YOLO v5s with the actual labels are given in Figure 
11.  
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Figure 10. Confusion matrix of the model trained on dataset I (Unbalanced). 

 
Figure 11. Comparison of ground truth and predicted frames for the model trained on the first dataset. 

3.2. Dataset II results 

The YOLO v5s model performance curves in the balanced dataset II are given in Figure 12. The 
model performance metric curves progressed smoothly. In contrast to the mAP curve in dataset I, here 
it reached high values after epoch 40 and reached its highest value of 0.995 at epoch 93.   
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Figure 12. Model performance results trained on the second dataset (Balanced). 

When the confusion matrix in Figure 13 is examined, it is understood that all images of all cattle 
except for only 3 cattle (cow-1, cow-46 and cow-59) are correctly identified. One image each of cow-1, 
cow-46 and cow-59 was identified as background. In addition, some of the images that were actually 
background (which could be an unlabeled cattle) were identified as cow-11 and cow-13. A comparison 
of some of the frames predicted by the model with the ground truth is shown in Figure 14. 

 

 
Figure 13. Confusion matrix of the model trained on dataset II (Balanced). 



YYU J AGR SCI 33 (3): 363-376 
Bati and Ser / Effects of Data Augmentation Methods on YOLO v5s: Application of Deep Learning with Pytorch for Individual Cattle Identification 

373 

 
Figure 14. Comparison of ground truth and predicted frames for the model trained on the second 

dataset. 

The performance metrics obtained from the YOLO V5s model to compare the classification 
accuracy for both dataset I and dataset II are given in Table 2. Balancing the dataset resulted in a 
significant increase in mAP (99.5%). In terms of recall and precision, balanced YOLO v5s gave the best 
performance. Comparing the training times, increasing the number of frames in the second dataset 
increased the training time by about 10 minutes. 

Table 2. Individual cattle identification results 

Networks Training 
Time (mins) Loss Precision Recall mAP@0.5 

Unbalanced YOLO v5s 16.467 0.015 0.871 0.851 0.958 
Balanced YOLO v5s 26.600 0.001 0.950 0.985 0.995 

4. Discussion  

This study aims to determine the effect of data augmentation methods on YOLO v5s on an 
application dataset. For this purpose, the YOLO v5s object detection algorithm was applied to a dataset 
with unbalance in terms of the number of images between classes, and a second dataset was obtained by 
applying data augmentation methods and the results were discussed. Andrew et al. (2017), in their study 
on the original dataset of the study, achieved an mAP value of 0.993 in the cattle detection task and a 
mAP value of 0.861 in the individual cattle identification task with R-CNN networks. In the present 
study, we reduced the number of classes to 20 and obtained an mAP value of 0.995 with YOLO v5s in 
the dataset where we eliminated the unbalance.  

In the present study, since the cattle identification performance obtained from the balanced 
dataset was approximately 100% (0.995 mAP), model training was performed with the default 
hyperparameters and no hyperparameter adjustments were made. However, previous studies on deep 
learning show that using various combinations of hyperparameters can result in architectures that are 
more suitable for the dataset (Ser and Bati, 2019; Altınbilek and Kızıl, 2022). Bocaj et al. (2020) used 
deep convolutional neural networks to identify the movements of horses and goats. In their study, they 
actively used hyperparameter tuning to optimize the overall accuracy. In another study, Zhang et al. 
(2022) developed a method based on YOLOv5 for goat head detection and automatic counting using 
combinations of data augmentation methods. In this study, they used combinations of mosaic, mixup, 
and RandAugment methods and it was reported that the most successful combination was obtained from 
YOLOv5 + Mixup + Mosaic + RandAugment. In addition, a convolutional neural network-based animal 
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identification method for cattle and sheep was proposed by Sun et al. (2021). As in the present study, 
the original image data were firstly augmented by random cropping, random angle inversion, and 
random horizontal undoing. Then, a binary classification model for cattle and sheep recognition based 
on VGG-16 convolutional neural network is constructed. In addition, the relevant hyperparameters were 
constantly adjusted to increase the number of iterations in the study, and finally, a higher recognition 
accuracy rate was achieved. 

Data augmentation provides an efficient way to extend training data and overcome the 
unbalance between classes (Shorten and Khoshgoftaar, 2019). However, the construction of models 
based on deep learning is realized on the basis of training a large amount of image data (Yan et al., 2021; 
Shojaeipour et al., 2021). The larger the size of the dataset and the better the data quality, the greater the 
ability of the model to generalize. Yet, while collecting data for real-life situations, classes in the data 
may not be equally represented, often due to conditions such as different environmental conditions. The 
unbalance between classes is known to affect network performance (Kasfi et al., 2016). Lee et al. (2022) 
used a YOLO network to monitor the invasion of wildlife animals on farms. In this study, they proposed 
a subtraction-addition data augmentation method, noting that creating a training dataset for specific wild 
animals requires considerable time and effort. In a comparison between the object detector trained using 
the proposed data augmentation technique and the object detector trained using existing data 
augmentation techniques, they found that the mAP increased by ≥2.2%. The mosaic data augmentation 
method, introduced by Bochkovskiy et al. (2020) in YOLO v4, uses four images from the training data 
and adds the training data to a single image through flipping, color gamut modification, and scaling 
(Zhang et al., 2022; Chen et al., 2022). In our study, we used mosaic data augmentation to expand the 
image set before feeding the images to the YOLO v5s network model. However, although the mosaic 
data augmentation method has advantages such as enriching the object detection back-ground and tiny 
objects and reducing the dependency on the batch size, it is unable to overcome the unbalance between 
classes. Therefore, in this study, the images in the first dataset were also included in the data 
augmentation process and then fed into the YOLO v5s network (Figure 5). According to the 
experimental results, the balanced classes in the object detection task significantly improved the 
performance in the cattle identification task by increasing the mAP value from 0.958 to 0.995 (Table 2). 
The result of this research shows that the use of data augmentation techniques can improve the 
performance of object detection methods. 

The fact that the cattle in the dataset used in this study pass through a walkway individually 
rather than as a group, that all images were taken at the same time period, that all images have the same 
backgrounds, and that the lighting and image quality are good is advantageous for the deep learning 
models used in this study. It should be kept in mind that testing these models on natural images of cattle 
in pens or pastures will slightly decrease the identification accuracy. In general, due to these results, we 
propose the following strategies for training new networks; 

- In studies with computer vision technologies, the number of frames between classes in the 
dataset should be taken into account.  

- In deep learning studies such as YOLO, it should be kept in mind that it may be useful to 
evaluate the hyper-parameters of the models used and to use different combinations of hyper-parameters 
if necessary without depending on default settings. 

- The presence of images with different features (lighting differences, individual or group 
images, distant or close images, etc.) in the data set of the model to be trained will increase the 
identification capacity of the model. 

Conclusion 
In this paper, the performance of data augmentation methods on YOLO v5s has been tested 

against the problem of obtaining equal image or video data for each class in image classification or 
object detection studies in animal husbandry. According to the results of the study, the balanced data set 
resulted in a ~4% increase in the mAP value and superior performance (0.995 mAP) was obtained with 
the YOLOv5 model trained on this data set. For future work, studies on individual identification and 
identification of various specific behaviors in sheep, where individual identification with computer 
vision technologies is more difficult than in cattle, are planned. 
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