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Abstract: Even though, it is thought that the pandemic has come to an end, the humanity is still under the danger of upcoming pandemics. In that sense, every effort to understand or predict the nature of an infectious disease is very precious since those efforts will provide experience for upcoming infectious disease epidemic/pandemic. Mathematical models provide a common way to analyze the nature of the pandemic. Apart from those mathematical models that mostly determine which variables should be used in the model to predict the nature of the epidemic and at which rate the disease will spread, deep learning models can also provide a fast and practical tool. Moreover, they can shed a light on which variables should be taken into account in the construction of a mathematical model. And also, deep learning methods give rapid results in the robust forecasting trends of the number of new patients that a country will deal with. In this work, a deep learning model that forecasts time series data using a long short-term memory (LSTM) network is used. The time series data used in this project is COVID-19 data taken from the Health Ministry of Republic of Türkiye. The weekend isolation and vaccination are not considered in the deep learning model. It is seen that even though the graph is consistent and similar to the graph of real number of patients, and LSTM is an effective tool to forecast new cases, those parameters, isolation and vaccination, must be taken into account in the construction of mathematical models and also in deep learning models as well.
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1. Introduction

The world is still fighting against the coronavirus disease 2019 (COVID-19) caused by the novel coronavirus, SARS-CoV-2, which is thought as a highly contagious virus that affects the human respiratory system as a first step. Many researchers from different fields started to work on this topic to find a treatment, to understand the nature of the disease or to forecast the trend in the case numbers or death numbers.

To provide a solid background to the biological data, mathematical models provide a powerful tool (Belen et al., 2011; Pedamallu et al., 2012; Brauer et al., 2019). In that sense, many mathematical models are investigated to estimate the trend in the case/death numbers or to decide how contagious is this disease. The mathematical approach used in the model aside (ordinary differential equations, partial differential equations, difference equations, etc.), how many variables are considered make a difference in the arrangement of the model. It is certain that some simplifications and therefore assumptions must be made in order to be able to analyze the model. From the mathematical modeling perspective, some of the works disregard the incubation period (Arino et al., 2020), some works include the social isolation period in their model (Vega, 2020), some consider both social isolation and vaccination (Demirci, 2023). With those models, basic reproduction number, i.e., the number of next generation cases produced by the present generation, stability of the model and numerical simulations are obtained (Demirci, 2023). However, which variables must be taken into account, which parameters should be included, basically which simplifications or assumptions we are allowed to make for a more realistic mathematical model must be determined. In that sense, apart from mathematical models, deep learning, machine learning, and artificial intelligence models are very popular in identification (Subramanian et al., 2022; Paul et al., 2023) and forecasting the trend of any real world problem (Lizieris et al., 2020), and also COVID-19 cases (Xu et al., 2022). Apart from their effectiveness in the forecast of the trends, deep learning models can be used to overcome the difficulties we face listed above in the use of mathematical models. The model should be fast, reliable and practical as possible as to allow government to take action before the pandemic spreads quickly.

Basically, deep learning refers to an artificial neural network with feature learning. It uses multiple layers in the architecture of the network and that is the reason why it is called as deep learning. When we talk about the deep learning methods, it has to be mentioned that one of the extensive types of artificial networks is Recurrent Neural Networks (RNN) which is capable of using...
arbitrary data from their internal states (Tealab 2018). However, they can capture data only from a few steps earlier. A long-short term memory (LSTM) networks which is a kind of RNN has been proved to be successful in many applications (Graves et al., 2008). Throughout the years many different applications of LSTM have been conducted to various fields (Wang et al. 2020; Xu et al., 2022) and proved to be successful and therefore, they are still extensively used.

In this project, an LSTM network is used where the LSTM network learns to predict the value of the next time step. The data is COVID-19 data from 27th April 2021 to 21st June 2021 taken from the Health Ministry of Republic of Türkiye (one may check https://covid19.saglik.gov.tr/EN-69532/general-coronavirus-table.html).

2.1. Related Work
When the use of machine learning is searched throughout the literature, it can be seen that they are both used in the identification of a pattern and in the forecasting of some cases. When COVID-19 cases are considered, deep learning or machine learning networks are used both in detection and prediction of it (Paul et al., 2023; Subramanian et al., 2022; Xu et al., 2022; Jin et al., 2021). To be more precise, machine learning models that predict antibody response using antibody sequences (Magar et al., 2021), using chest X-rays to determine if the patient is infected or not (Toğaçar et al., 2020), forecasting cases of COVID-19 (Xu et al., 2022; Wang et al., 2020). Making a prediction using time series data play an important role in many areas, and especially multi-step time-series forecast is challenging and essential in many real world problems e.g. forecasting stock-price, river flow, disease cases, etc. The most effective multi-step model is Long Short Term Memory (LSTM) because of its structure that allows capturing the long-term dependencies. There are works on the literature that apply LSTM on different data patterns (Yunpeng et al., 2017). To name a few of them, there are works on financial data (Siami-Namini et al., 2018), petroleum production, gold price (Sagheer et al., 2019; Livieris et al., 2020). Forecasting COVID-19 cases using LSTM networks plays an important role in the literature as well. It has been shown that it is more effective than convolutional neural networks (CNN), and a combination of LSTM-CNN (Xu et al. 2022). Therefore, in this work, we use LSTM networks to forecast COVID-19 cases in Türkiye.

2. Materials and Methods
In this section, the data used in the experiment and the steps used to construct the model are explained in detailed. The model is constructed and implemented on MATLAB R2019b. For a better explanation, figures of the data, forecasted data, graphs of RMSE are given.

2.1. Dataset
The data includes a single time series where time steps are days and the values are the number of COVID-19 cases in Türkiye. The data is a cell array, where each element is a time step (Figure 1). Then the data is divided into two groups as the training and the test data. The training is done on the first 90% of the sequence and the test is done on the remaining 10%. At this point, a standardization of the data has been applied. It is crucial because, it allows data exchange in different models or computers. Moreover, it improves quality of the data and therefore leads to a better decision-making. Therefore, standardization on the training data is done in order to obtain a better fit and to get away from the divergence of the training. By this way, the training data have zero mean and unit variance. Later on, the test data is standardized using the same parameters as the training data. During the overall process, CPU is used since the data is rather small collection of data.

Figure 1. COVID-19 daily dataset of Türkiye (starts on 27th April 2021, ends on 21st June 2021).

2.2. Procedure
After data preparation step, an LSTM network is constructed. A flowchart of the general workflow of this structure can be seen from Figure 2.

Figure 2. Flowchart that shows the workflow of the LSTM network to forecast cases of COVID-19 according to daily dataset of Türkiye.
At every time step of the input sequence, the network learns to forecast the next time step’s value. In this work, the LSTM layer has 200 hidden units. The training is executed for 250 epochs with the solver ‘adam’. The get away from the problem of gradient exploding, gradient threshold is chosen as 1. Moreover, the learning rate is initially is chosen as 0.005 and dropped to 0.001 after the halfway of the training. A standardization is applied on the test data using the same parameters as the training data. A detailed list of hyper parameter optimization and model architecture is given in Table 1.

Table 1. Parameters for the architecture for the LSTM network

<table>
<thead>
<tr>
<th>Model</th>
<th>LSTM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hidden Layer</td>
<td>2</td>
</tr>
<tr>
<td>Hidden Units</td>
<td>200</td>
</tr>
<tr>
<td>Learning Rate</td>
<td>0.005</td>
</tr>
<tr>
<td>Optimizer</td>
<td>Adam</td>
</tr>
<tr>
<td>Epoch</td>
<td>250</td>
</tr>
</tbody>
</table>

Using the training progress plot, the root-mean-square error (RMSE) may be calculated from the standardized data. In this work, for the error calculation root-mean-square error (RMSE) is used. Even though, it is not scale invariant, using standardized data overcomes this disadvantage. Moreover, it is mostly used to check the model performance. In the literature, (RMSE) formula (equation 1) is given by

\[ \text{RMSE} = \sqrt{\frac{\sum_{i=1}^{n}(\hat{y}_i - y_i)^2}{n}} \]  

where \( y_i \) values are observed values, \( \hat{y}_i \) are predicted values and \( n \) is the number of observations. In our model, the MATLAB output for the RMSE measure (equation 2) is

\[ \text{RMSE}= 528.0957. \]  

One may see the forecasted values (Figure 3). We may compare the forecasted values with the test data (Figure 4). Since we have the actual values of time steps between predictions as well, then we update the network state with the observed values (Figure 5).

In that case, the MATLAB output for the RMSE measure (equation 3) is

\[ \text{RMSE}= 371.1224. \]  

As expected, in that case, we have a more accurate prediction. Moreover, it can be concluded that, by investigating Figure 4 and Figure 5, observed values and the forecasted values show a similar trend. Therefore, even though the error value, since the general behavior of the system is captured, it can be stated that the model should include the disregarded variables such as isolation and vaccination.

3. Results and Discussion

In this work, forecasting of the number of cases for COVID-19 which is a time series data is considered. Obtaining a future prediction in the number of cases is very important from different aspects as explained earlier. In the literature, LSTM networks are proved to be efficient among different deep learning networks among...
other deep learning models (Xu et al., 2022; Wang et al. 2020). In this work, we use LSTM networks to determine which parameters will be used in a mathematical model. We conclude that, even though the RMSE value is high, this study shows that predicting of the number of cases is available by using LSTM. That is because the tendency of the observed and the forecasted values are similar to each other in the graphs (Figure 4 and Figure 5). High RMSE value is depending on the vaccination of different age groups and occupation groups started before and during this period of time and the quarantine applied during weekends. Moreover, high RMSE value is known to be causing from the outliers in the dataset. In this case, we may conclude that a mathematical model should include those parameters, as well. This result is also compatible with the mathematical models considered in the literature (Demirci, 2023). Therefore, we conclude that even though LSTM is an effective tool to predict number of cases, other factors (like vaccination, quarantine) must be considered in the future models. In the literature, there are works that consider different deep learning networks and compare them according to different error measures (Xu et al., 2022). As a future work, a comparison of the LSTM model with different deep learning networks with different error measures may be considered. Moreover, using LSTM networks to determine which parameters to include in a mathematical model may be extended to different real world problems. To name a few of them, it may be used in tumor-immune system (Gokgoz et al., 2021), HIV/AIDS transmission (Pedamullu et al., 2012), rumour model (Belen et al. 2011) or fishery model (Çifdalöz, 2022). By this way, by adding more variables in the mathematical models better reproduction number, more realistic stability results, etc. will be obtained.
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