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ABSTRACT.  Skin cancer, which can occur in any part of the human skin, is one of the common and serious
types of cancer. Accurate diagnosis and segmentation of lesions are crucial to the early diagnosis. Computer-aided
diagnosis make important contributions to help doctors in the diagnosis of cancer from skin images. The most
important factor for such systems to reveal the accurate results is the correct feature extraction. In this study, a model
for the classification of seven types of skin lesions is developed by combining the features of CNN-based feature
extraction and the ABCD rule, which is widely used in the clinic. The model is evaluated on HAM10000 well-
known dataset. The classification results obtained with different combinations of features and machine learning
algorithms are compared. According to the results, the best classification accuracy is obtained with the Cosine
Similarity Classifier with 96.4% when the features determined by CNN and the features in the ABCD rule are used
together.
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1. INTRODUCTION

Skin cancer is one of the most common and serious types of cancer affecting humans. One of the most important
causes of skin cancer is harmful ultraviolet rays that occur with the depletion of the ozone layer [1]. There are two main
types of skin cancer: melanoma and non-melanoma. The non-melanoma is much more common and less dangerous
than melanoma [2—4]. The most prevalent types of non-melanoma are basal cell carcinoma (BCC) and squamous
cell carcinoma (SCC). BCC, which is usually seen in the head and neck region, is the most common type of skin
cancer (75-80%) [5]. Although melanoma is not very common compared to other types of skin cancer, its lethality is
higher [6,7]. In studies on future projections, it is anticipated that there will be a 50% increase in melanoma cases and
a 68% increase in casualties in 2040 compared to 2020 [8].

The early diagnosis of melanoma is crutial for successful and effective treatment. While the survival rate is over 95%
in early-diagnosed melanoma cases, the five-year survival rate drops below 15% in late diagnosis [9]. Most patients
diagnosed with early-stage melanoma have localized lesions and are successfully treated with surgery [10]. In cases
of melanoma that are detected in the late stage, spread beyond the skin occurs, and treatment becomes difficult. In this
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case, treatment methods such as surgical removal of melanoma-spreading tissues, immunotherapy, targeted therapy,
chemotherapy, and radiation therapy are used [11, 12]. As in all other types of cancer, the crucial factor affecting the
success of treatment in skin cancer and its dangerous type, melanoma, is early diagnosis [13, 14].

There is ample evidence that artificial intelligence (AI) and machine learning (ML) can help clinicians make better
clinical decisions. Studies in the literature have shown that Al can outperform or equal to expert dermatologists
[15-17]. Thanks to the ability of AI algorithms to process a large number of data rapidly and with high accuracy, it
is possible to detect anomalies in various tissue images and thus to diagnose cancer cases at an early stage. In this
context, there are many studies in the literature. Early research in this area attempted to apply low-level features such
as color, shape and border to distinguish melanomatic lesions [18, 19]. This approach is older and conventional, using
hand-crafted features designed by researchers to capture important visual features of the image. Some researchers have
suggested using feature selection algorithms to identify suitable hand-crafted features that can be used in classification
[20,21]. However, these hand-crafted features fail to cope with the large number of variations of melanoma and
the high degree of visual similarity between melanoma and non-melanoma lesions. In addition, it is seen that the
artifacts in the images cause negative effects. Recently, convolutional neural networks (CNN) with feature extraction
capability have made important contributions to medical image analysis, including diagnosis and classification [22-26].
Codella et al. [27] presented an approach for melanomatic lesion detection in 2624 dermoscopy images that combines
CNN, sparse coding, and SVM learning algorithms. In this work, two discrimination tasks are examined: melanoma
vs. all non-melanoma lesions, and melanoma vs. atypical lesions. The presented approach achieves an accuracy of
93.1% and 73.9% for the first and second tasks, respectively. Yu et al. [28] constructed a fully convolutional residual
network (FCRN) for skin lesion segmentation and combined with very deep residual networks for classification. This
method achieved an accuracy of 85.5%. Majtner et al. [29] proposed a melanoma detection method based on the CNN
technique. In the study, in which CNN was used for feature extraction and preprocessing, the samples were divided
into two classes as benign and malignant. LDA techniques were used for feature reduction and tested with 4 different
classifiers. KNN provided the best accuracy with 86%. Acosta et al. [30] proposed a mask-based and region-based
CNN model combined with a pretrained ResNet152 structure. The Mask RCNN was used to create a boundary box
on the lesion and ResNet152 was used to lesion classification. The proposed method provided an accuracy of 90.4%.
Afza et al. [31] proposed a model based on two-dimensional superpixels combined with deep learning. ResNet-50
was applied for the mapped images, and transfer learning was used for the learned features. The extracted features are
optimized and classification performed. The proposed framework has been tested on three datasets (Ph2, ISBI2016,
and HAM1000) and obtained an accuracy of 95.40%, 91.1%, and 85.50%, respectively. Jin et al. [32] developed
a cascade knowledge diffusion network (CKDNet) for skin lesion segmentation. In the study using ISIC2017 and
ISIC2018 datasets, 94.6% and 96.3% accuracy were obtained, respectively.

In this study, a model for the classification of seven types of skin lesions was developed by combining the features
of CNN-based feature extraction and the ABCD rule, which is widely used in the clinic. The well-known and widely
used HAM10000 dataset was used in the study. The classification results obtained with different combinations of
features and nine different machine learning algorithms were compared. According to the results obtained, the best
classification accuracy with 96.4% was obtained with the Cosine Similarity Classifier when the features obtained with
CNN and the features in the ABCD rule were used together.

The proposed document is organized as follows: the first section introduces the problem, literature review and
research aim, it is followed by the material and method, which describes dataset and preprocessing steps, and feature
extraction methods. At the third section the results are presented, this is followed by a discussion. Finally, it is
concluded with a general evaluation and future work suggestions.

2. MATERIAL AND METHOD

2.1. Dataset. In this study, we used the open-source Skin Cancer MNIST: HAM10000 dataset [33]. The dataset con-
sists of 10015 dermoscopic images of 7 types of pigmented skin lesions: actinic keratoses and intraepithelial carcinoma
(327 images), basal cell carcinoma (514 images), benign keratosis-like lesions (1099 images), dermatofibroma (115
images), melanoma (1113 images), melanocytic nevi (6705 images), and vascular lesions (angiomas, angiokeratomas,
pyogenic granulomas, and hemorrhage (142 images)). The patients were mostly between the ages of 35 and 70. The
images are in 600x450 resolution and jpeg format. More than half of the lesions were confirmed by histopathology,
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Ficure 1. Sample images for the seven skin lesion types from the dataset.

with the remainder confirmed by follow-up examination, expert consensus or in vivo confocal microscopy. Fig. 1
shows a sample images from the HAM 10000 dataset for each class.

2.2. Preprocessing. To improve the quality of the images and standardization, a 2-stage preprocessing process was
applied. The first of these is the filtering process applied to remove objects such as noise, thick or thin hair, low
contrast lesion, dark spot and air bubbles in the images. These artifacts prevent the boundaries from being obtained
clearly during the thresholding process. In the literature, Gaussian, mean and median filters are frequently used in the
preprocessing [34, 35]. In this work, after applying the mean filter, the bottom-hat filter with disk-shaped structural
elements were applied. Secondly, segmentation was performed to determine the lesion area (Fig. 2). Thresholding is
applied to the bottom-hat-filtered image with the Otsu method. Since the symmetry index will be required in the search
process, the positions of the black and white pixels in the image have been changed by the imcomplement command.
In addition, the stains around the lesion were removed by applying the closing operation. Finally, the segmentation
was completed with the thickening operation. The Image Batch Processor in the MATLAB Image Processing Toolbox
was used to apply the aforementioned preprocessing steps to the entire data set.

2.3. Feature Extraction. Different features from images were used to classify skin lesions. The effects of these
features on classification accuracy were compared. In the study, asymmetry, border, color and diameter features in the
ABCD rule together with 128 features obtained with CNN are the features used in the classification.

2.3.1. Convolutional Neural Network. CNN, which are a special type of Multi Layer Perceptron and created by mod-
eling the human visual system, are widely used in the field of computer vision today. It is widely used in feature
extraction from input data. CNN have been used to improve the performance in many image processing applications
with various architectures such as ResNet, DenseNet, Xception, AlexNet, VGGNet, etc. In this study, Xception [36]
CNN architecture, which has become popular in recent years and gives better results than other architectures in feature
extraction from medical images, is used [37-39]. The Xception model is a 71-layer deep CNN, inspired by the Incep-
tion model from Google, that involves Depthwise Separable Convolution and residual structure. The 400x600 images
in the dataset have been resized to 224 x 224 pixels on all layers to be compatible with the Xception architecture and
then split into 7,010 images for training and 3,005 for testing. 128 features were determined with the CNN feature
extraction model created with the Xception architecture.

(Closing + Tickening)-Threshoided image [0 10,11 1;0 1 0]

Ficure 2. Image with segmentation applied.
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Ficure 3. Symmetry lines at different angles in a malignant lesion image.

2.3.2. ABCD Rule. The ABCD rule is an acronym for the characteristics that doctors look for when diagnosing and
classifying melanomatic lesions. These characteristics are asymmetry, border, color and diameter.

Asymmetry: The shape of the lesions in melanoma cases is not uniform but asymmetrical. Non-cancerous moles
typically have a symmetrical appearance. To determine the asymmetry of the blob in the images, a thresholded and
color-inverted image was used. The degree of symmetry of the lesions was calculated by the method suggested by T.
Coye [40], using the Jaccard index. The image is rotated clockwise from 0 to 360 degrees in 2-degree steps, and A and
A’ obtained. Following, the Jaccard index and distance for A and A’ are calculated. A symmetry line is drawn or not
drawn depending on the distance. This is done at each rotation step. As a result of the process, the number of similarity
lines of the image with the Jaccard index and Jaccard distances is obtained. The number of symmetry lines was found
to be 3 for the image in the Fig. 3.

Border Irregularity: Melanomatic moles often have uncertain or irregular borders, while non-cancerous lesions
usually have smooth borders. The most important parameters for examining the border irregularity in the preprocessed
image are the total length (P) and the mean diameter (d) of the blob borders. In order to determine the border irregularity
of the lesion, the image is divided into eight equal segments. In the ABCD rule, the border irregularity score between
0-8 is determined by evaluating the irregularity present in each of the eight segments. If there is no irregularity in any
of the segments, O points are given. If there is irregularity in each segment, the border irregularity score is 8. Border
irregularity score between 0 and 8 was calculated from the Katz Fractal dimension [41,42]. The fractal dimension (D)
of a planar curve is found by Eq. (2.1).

_ log(P)7 @1
log(d)
where P is the total length of the curve and d is the diameter of the curve [41]. The Katz fractal dimension for the
number of n digits across the lesion was determined by Eq. (2.2).

loglog(n P
p=—oglos® -, P 2.2)
loglog(%) + loglog(n) a

where a is the average step, i.e. the average distance between consecutive points in the time series, and n is the number
are the steps in the time series [43].

For circular lesions, the irregularity of the lesion was determined from the deviation of the fractal size of that
structure from the reference value, taking the fractal dimension of the circle as a reference.

Color: Melanoma lesions are often more than one color. Non-cancerous moles typically one color. Possible colors
to be found in the lesion area are white, red, black, light brown, dark brown and blue-gray. The total color score values
of the lesions were calculated by the method developed by T. Coye [44]. Points are given to each color in the lesion
area. A total color score (TCS) is obtained by summing all color values (Eq. (2.3)). An example color score calculation
interface is given in Fig. 4.

TCS = white + red + black + lightbrown + darkbrown + blue, gray > 0. 2.3)

Diameter: Melanoma growths are normally larger than 6mm in diameter. Here, the diameter (d) value in the border
irregularity calculation is used (Eq. (2.1)).
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Ficure 4. Color score calculation for two different malignant images.

The overview of the classification model including the CNN feature extraction structure and the ABCD rule is given
in Fig. 5.

In the proposed architecture, the dataset first undergoes the data preprocessing steps outlined in the previous sections.
During this process, all image data cleaned and converted into floating-point arrays. Subsequently, a CNN model is
defined, and this model is constructed utilizing the Xception architecture. To be applied to the resulting data frame,
the features are concatenated with the defined variable obtained from the last four layers of the model. The Xception
model architecture is a pre-defined structure provided by Keras, which includes convolutional layers and max pooling
layers. Max pooling reduces the size of feature maps. The obtained features undergo normalization using MATLAB
functions. The data is partitioned into testing, training, and validation sets. Element-level addition is performed by
adding each element in one feature tensor to the corresponding element in another feature tensor. This operation is
employed to facilitate specific mathematical operations through the combination of feature tensors.

2.4. Evaluation Metrics. The calculation of true-positive (TP), true-negative (TN), false-positive (FP) and false-
negative (FN) values is widely used in classification studies to measure the success of the model. True-positive and
true-negative represent the correctly classified outputs for the target disease, respectively. Therefore, false-positive

Feature Extraction Classification
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Ficure 5. A high-level overview of CNN — ABCD rule architecture.
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shows the wrong classification of the negative sample as positive by the model. Conversely, a false-negative shows
the wrong classification of the positive sample as negative. The evaluation metrics that are frequently used in most
classification studies are accuracy, precision, recall, and F1 score.

The accuracy is used to observe the general success of the models (Eq. (2.4)).

TP+TN

TP+TN+FP+FN’
The specificity gives the model capability to correctly predict the inputs without a disease. The formula of the
specificity is given in Eq. (2.5).

Accuracy = 2.4)

TN
Precision = ————. 2.5)
TN + FP

Contrary to the specificity, recall is used to measure the ability of the models to predict the input samples with a disease
correctly. The formula of the recall is given in Eq. (2.6).
TP

Recall = ——————. 2.6)
TP+ FN

F1-score is defined as the harmonic mean of precision and recall, as shown in Eq. (2.7).

Fle2 Precfsfon * Recall . 7
Precision + Recall

3. REsuLrs aND DiscussioN

In this section, the test performances of the machine learning algorithms with the different features are given and
compared. Algorithms whose performances are examined; Kernel Naive Bayes, Cosine Similarity, Coarse KNN,
Ensemble Boosted Trees, Kernel SVM, Subspace Discrimination, Cubic KNN, Ensemble Bagged Trees and Fine Tree.
In the first test phase, the features obtained with the pre-trained CNN model were used. As a result of the tests
using 3,005 images, the classifier with the highest accuracy was Kernel Naive Bayes with 96.3%. The Cubic KNN
has the highest precision and F1 score when compared with other classifiers. In the recall value, the Coarse KNN
classifier showed the best performance. The use of the Cubic KNN classifier is the optimum option in terms of overall
performance since it is seen that the accuracy rate of the Cubic KNN classifier, which performs the best in Precision
and F1 Score values, is 96.2% and its recall value is at a sufficient level. The results and confusion matrix obtained in
all classifiers for the features obtained with the pre-trained CNN are given in Table 3 and Fig. 6, respectively.

To increase the classification accuracy, different features were given to the classifiers with different combinations
and the results were compared. First, the Jaccard index related to asymmetry and color features in the ABCD rule were
added to the pre-trained CNN features. According to the results obtained, the best accuracy of 96.4% was obtained
in the Cosine Similarity classifier. The best results were obtained in precision and F1 score, as well as accuracy, with
the Cosine Similarity classifier. In addition to the features obtained with pre-trained CNN, when the Jaccard distance
and color score values are given to the input, the results obtained in all classifiers are given in Table 3. The confusion
matrix of the results is given in Fig. 7.

TaBLE 1. Results for the features obtained with the pre-trained CNN model.

Accuracy (%) | Precision (%) | Recall (%) | F1 Score (%)
Kernel Naive Bayes 96,3 92,5 93,9 93,2
Cosine Similarity 96,2 92,6 94,1 93,0
Coarse KNN 94,2 91,0 95,2 93,0
Ensemble Boosted Trees 96,2 92,8 93,0 92,9
Kernel SVM 96,2 92,6 94,4 93,5
Subspace Discriminant 96,1 92,8 94,9 93,8
Cubic KNN 96,2 92,9 94,8 93,8
Ensemble Bagged Trees 95,6 92,5 93,1 92,8
Fine Tree 93,9 91,4 91,1 91,3
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TaBLE 2. Results for the features obtained with the pre-trained CNN model combined with Jaccard
distance and color.

Accuracy (%) | Precision (%) | Recall (%) | F1 Score (%)
Kernel Naive Bayes 96,3 92,5 93,7 93,1
Cosine Similarity 96,4 93 93,7 93,4
Coarse KNN 96,2 92,8 93,1 93,0
Ensemble Boosted Trees 96,0 92,8 94,7 93,7
Kernel SVM 96,1 92,7 94,9 93,8
Subspace Discriminant 96,1 92,5 94,7 93,6
Cubic KNN 95,4 92,5 92,8 92,6
Ensemble Bagged Trees 93,9 90,9 91,9 91,4
Fine Tree 94,2 90,8 95,4 93,0

Another test was performed to reveal the effect of other features in the ABCD rule on classification accuracy. In
addition to the features obtained with pre-trained CNN, when Jaccard index, Katz Fractal Dimension related to border
irregularity, diameter and color score values are given to the input, the results obtained in all classifiers are given
in Table 3. According to the results obtained, there was no significant difference in the best classification accuracy
compared to the results in Table 3 and the confusion matrix is given in Fig. 8. The Cosine Similarity classifier
again had the highest accuracy with 96.4%. Similar results were obtained in other evaluation criteria and classifier
performances.

When the results obtained in the study are evaluated in general, it has been seen that the use of features obtained
with pre-trained CNN for skin lesion classification can perform classification with high accuracy. It has been shown
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Ficure 6. Confusion matrix for the results with features obtained via pre-trained CNN model.
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Figure 7. Confusion matrix for the results with features obtained via pre-trained CNN model com-
bined with Jaccard distance and color.
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Ficure 8. Confusion matrix for the results with features obtained via pre-trained CNN model and
other eight features.

that adding the Jaccard distance and color score values in the ABCD rule to these features has a positive effect on
accuracy. Besides, adding the Katz fractal dimension related to border irregularity and diameter values to these values
did not make a significant difference.

4. CONCLUSIONS

With the early diagnosis of skin cancer, one of the most common diseases in the world, serious consequences can be
prevented. Deep learning-based solutions are used to solve such problems. In this study, a model for the classification
of seven types of skin lesions was developed by combining the features of CNN-based feature extraction and the ABCD
rule, which is widely used in the clinic. The classification results obtained with different combinations of features and
nine different machine learning algorithms were compared. Our future work will be focused on incorporating more
models in the ensemble process with different segmentation techniques.
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TaBLE 3. Results for the features obtained with the pre-trained CNN model and other eight features.

Accuracy (%) | Precision (%) | Recall (%) | F1 Score (%)
Kernel Naive Bayes 95,6 92,1 92,9 92,5
Cosine Similarity 96,4 93,1 93,7 93,4
Coarse KNN 96,3 93,4 93,2 93,3
Ensemble Boosted Trees 96,0 93,0 94,9 93,9
Kernel SVM 96,1 92,9 95,0 93,9
Subspace Discriminant 95,9 91,5 94,9 93,2
Cubic KNN 95,9 92,4 93,3 92,9
Ensemble Bagged Trees 94,1 90,7 90,3 90,5
Fine Tree 94,2 90,8 95,4 93,0
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