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Abstract: 

Automated machine learning aims to optimize machine learning pipelines automatically given a dataset, task type 

and a target variable. This research analyzes the use of genetic programming to perform automated feature 

engineering in regression problems. It introduces a methodology to perform feature selection and to construct new 

features departing from the original feature set by combining and selecting features in the leaf nodes of the genetic 

programming tree. A multiple feature generation technique is proposed, where three different feature sets are 

tested with linear regression, Random Forest regressor and Gradient Boosting regressor. The proposed approach is 

applied to an industrial process dataset where the target variable is an indicator of the performance of the process. 

The experimental results reveal the ability of the method to reduce the cardinality of the original feature set while 

maintaining the performance of the learning models. Moreover, they show the ability of the newly constructed 

feature to better discriminate the target variable. 
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1. INTRODUCTION 

Predictive analytics have been widely used across a variety of domains. It reveals relationships and 

patterns within large volumes of data that can be used to predict behavior and events. Predictive models 

are commonly constructed using statistical techniques and artificial intelligence techniques, specifically 

machine learning (ML) techniques [1]. ML is a subfield of artificial intelligence that studies algorithms 

that learn from experience. ML has been broadly applied to many fields with high success, however this 

application has also shown that it requires considerable effort and knowledge by human experts in the 

field [2]. 

Automated ML (AutoML) aims to optimize ML pipelines automatically given a dataset, task type and a 

target variable [3]. This paradigm brings three main advantages: 1) releases data scientists from time 

consuming and trial error tests; 2) makes easier to organizations the development of ML technologies; 

3) makes ML universally accessible to all domain scientists. An AutoML approach could tackle with one 

or more than one task that belongs to an ML pipeline. Main ML tasks are, data preprocessing, feature 

engineering (FE), model selection and hyperparameter optimization [4]. In this investigation, we will 

focus on the FE task. FE is the process of selecting, manipulating, and transforming raw data into features 

that can be used to generate predictive models. Different strategies have been used to perform FE [2,5], 

however they can be classified in two main groups: reinforcement learning and evolutionary algorithms 

(EAs). EAs are population-based optimization methods based on the theory of natural evolution [6]. The 

main types of EAs are genetic algorithms, genetic programming (GP), evolutionary programming, and 

estimation of distribution algorithms. The principal advantage of EAs, such as GP, against reinforcement 

learning is that they can perform feature construction and selection at the same time. 

GP is an extension of a genetic algorithm, where a population of computer programs is evolved over a 

series of generations to solve a problem. GP uses complex representations such as trees with a huge 

variety of operators and functions allowing the generation of new features. Moreover, it can be also used 

as a feature selection method by using the features that are in leaf nodes of the GP tree. 

Several research works can be found in the literature related to automated FE [7,8], though most of the 

works focus on classification problems. This investigation aims to analyze the potential of an AutoML 

approach based on GP to construct informative features that help to better discriminate target variables 

in regression problems. 

The remainder of the paper is organized as follows. Section 2 introduces the AutoML approach, and the 

experimental setup employed in this investigation. Afterwards, Section 3 presents the experimental 

results obtained from the carried-out tests. Finally, Section 4 brings some conclusions. 

 

2. AUTOMATED MACHINE LEARNING APPROACH 

In this investigation, GP is used to implement FE in a regression problem. A GP algorithm starts with a 

population of individuals (GP trees), where the leaf nodes are original feature values and internal nodes 

are predetermined operators or functions. Each GP tree can be understood as a mathematical function 

used to generate new features. This is illustrated in Figure 1. 

The function set in this case is {+, −, ×, /, sin} and the features in the leaf nodes are {f22, f39, f5, f35, f11, f25, 

f23, f27, f45, f9, f31, f14}. The new feature constructed from the GP tree is shown in Eq. (1). 
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𝑓′ =   (𝑓22
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] + [

𝑠𝑖𝑛 𝑓45  𝑥 𝑓27  
2

𝑓9

45
𝑓31

14

] (1) 

2.1. Multiple feature generation 

GP has been proposed to generate both single features and multiple features. In this work, we are going 

to generate multiple features using GP. At the end of a GP execution, the best individual or tree is used 

to generate different feature sets related to 𝑓 ′ and the features in the leaf nodes. In this investigation, 

the following three are considered: 

1. F1: Original feature set including 𝑓 ′. 

2. F2: Features in the leaf nodes. In the example of Fig. 1, {f22, f39, f5, f35, f11, f25, f23, f27, f45, f9, f31, f14}. 

3. F3: Features in the leaf nodes of the best individual including the new constructed feature. In the 

example of Fig. 1, {𝑓′, f22, f39, f5, f35, f11, f25, f23, f27, f45, f9, f31, f14}. 

2.2. Experimental setup 

To evaluate the proposed approach k-fold cross-validation with k = 10 is used. The GP is executed with 

training data k times, where the coefficient of determination, R 2 is used to evaluate individuals. R 2 is 

one of the most common error metrics employed in regression problems [9]. It takes values between [0, 

1], a value near to 1 indicates a perfect fit, and is thus a highly reliable model for future forecasts. Hence, 

we are going to consider the GP as a maximization problem. A predictive model Mtree is trained with 

training data using a single feature, 𝑓′. 

 

Figure 1. Example of a GP tree, where operators and functions are shown in intermediate nodes 

and features are shown in the leaf nodes. 

The fitness value associated to a GP tree is the R 2 resulting from training results of Mtree . As mentioned, 

for each k execution the three feature sets are computed. Afterwards, the feature sets are used in testing 

data to compute the R 2. Finally, the average R 2 value obtained in the k folds is considered (illustrated 

in Fig. 2). As at each GP execution the initial population is different, to make a consistent evaluation, this 

process is repeated t = 5 times. In each run, the train and test sets are identical as they are built by the 

same seed. As a baseline, the same experimental setup is used without applying the FE. The three ML 

algorithms are executed in the same training and testing sets using k = 10-fold cross-validation and the 

original feature set. 
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Figure 2. The proposed AutoML methodology for FE. 

The genetic operators employed in the GP are tournament selection (with tournament size three), one 

point crossover and uniform mutation. Other details of the parameters considered are summarized in 

Table 1. The learning ML algorithms used in this investigation are linear regression (LR), Random Forest 

regressor (RF) [10] and Gradient Boosting regressor (GB) [11]. 

GP is implemented using the DEAP library and the ML algorithms using Sklearn library, both of Python 

programming language. In the case of the ML algorithms, default hyperparameters of Sklearn are 

employed. 

Table 1. The employed parameters in GP executions. 

Parameter  Parameter value 

Maximum depth of the tree 5 

Generations 40 

Mutation rate 0.5 

Crossover rate 0.1 

Population size 10 

Function set +, -, x, /, sin, cos 

 

3. EXPERIMENTAL RESULTS AND DISCUSSION 

The proposed approach is applied to an industrial process dataset. The dataset contains 9132 instances 

and 19 variables, 18 input variables and one output variable. The input variables are process parameters, 

and the output is an indicator of the performance of the process (Fig. 3). 

 

Figure 3. Target variable considered, normalized to [0,1]. 
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Table 2 shows the R 2 measurements obtained in the testing sets when applying the approach proposed 

in Section 2. The best results obtained for the three ML algorithms per each feature set are indicated in 

bold. As can be observed, the best results were achieved for RF, continued by GB and LR. This 

phenomenon was expected as the LR is a simple algorithm with the ability of only capturing linear 

relationships. The R 2 values obtained for the baseline and the three models are the following ones: LR 

= 0.868, RF = 0.975 and GB = 0.94. 

The best results for all runs and the three ML algorithms are achieved for F1, continued by F3 and F2. This 

makes sense as F1 is the feature set with the highest cardinality. In the case of set F1, almost identical R2 

values were achieved in the five executions for the three models. In addition, almost identical R 2 values 

were also achieved when comparing to the baseline approach. 

Regarding to F2, worse results were obtained compared to F1. This is more noticeable in the case of LR 

with average value of R 2 = 0.264 in the t = 5 runs. However, in the case of RF and GB quite better results 

are obtained with average values of R 2 = 0.844 and R 2 = 0.675, respectively. Table 3 shows the maximum 

cardinality of F2 achieved in k = 10 folds for the three ML algorithms and t = 5 runs. It can be observed 

that the maximum cardinality is smaller than the 50% of the cardinality of the whole feature set except 

for RF t = 3 and t = 5. 

Table 2. Obtained R 2 measurements for the three ML models and F1, F2 and F3 feature sets for t =5 runs. 

 LR RF GB 

t F1 F2 F3 F1 F2 F3 F1 F2 F3 

1 0.868 0.294 0.309 0.975 0.790 0.933 0.949 0.697 0.793 

2 0.869 0.279 0.370 0.975 0.901 0.923 0.949 0.565 0.691 

3 0.869 0.281 0.612 0.975 0.749 0.916 0.949 0.778 0.788 

4 0.869 0.179 0.222 0.975 0.851 0.943 0.949 0.724 0.766 

5 0.867 0.288 0.452 0.975 0.931 0.942 0.949 0.611 0.768 

In the case of F3, an improvement is observed in the R 2 values, when compared to R 2 values of F2. It 

should be noted that the only difference between the two feature sets is the variable f’. In some cases, 

such a LR t = 3, t = 5 and t = 2, the difference of R 2 values between F2 and F3 have been perceptible. 

Table 3. Maximum |F2| achieved in k = 10 folds for the three ML algorithms and t = 5 runs. 

 LR RF GB 

1 8 6 8 

2 5 6 3 

3 5 11 5 

4 5 8 5 

5 4 10 7 

Fig. 4 shows the frequency of the features considered in the original set in the k = 10 folds and t = 5 

repetitions for the three ML models. It can be seen that the most repeated features in the three models 

are features 1 and 14. On the contrary, the less frequent ones are features 12 and 15. The most repeated 

features appear for the RF model, which is the model that achieved best performance. This analysis 

serves to identify the most critical process variables that affect the target variable. 
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Figure 4. Original features repeated in the leaf nodes of the best GP tree in the k =10 folds and t = 5 

repetitions for the three ML models. 

 

4. CONCLUSION 

This investigation introduces an AutoML approach to compute FE in regression problems using GP. It 

serves both to construct new features from the original set of features and to perform feature selection. 

The experimental results show that there is no improvement in the model’s performance when adding 

the new constructed feature to the original feature set. Nevertheless, although the results are worse with 

F2 than with the original feature set, F2 contains significantly less features and still maintains good 

performance in many cases. Moreover, when applying the new constructed feature to F2 the results are 

improved significantly. 

It can be concluded that the proposed approach clearly serves to perform feature selection and that the 

new constructed feature has the ability to discriminate the target variable. This approach should be 

appropriate to apply to data with high dimensional set of input variables with the proposed feature set 

F3. 

This study reveals the need to go deeper into the FE using other techniques, such as reinforcement 

learning and to extend the analysis by comparing the proposed approach in this investigation with 

others. In addition, this approach could be complemented with another automated ML task, such as 

hyperparameter optimization. Note, that in this investigation default parameters of the ML algorithms 

were employed and that hyperparameter optimization can considerably improve the performance of the 

models. 
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