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ABSTRACT

The need for the efficient use of a country’s reses has, in many countries, increased the
attention given to the studies of performance eatadn and pre-determination of financial
failures. This study seeks to develop a model, ihable to predict which enterprises will
fail one, two and three years into the future. fenee compare the artificial neural
network technology to the logistic regression mpdéke classification methodology
typically used in finance. We find that for our gaenof Turkish firms, the artificial neural
network technology provides a higher proportiorcofrect financial failure classifications
than does the logistic regression model.

Keywords: Financial Failure Prediction; Artificial Neural Networks; Logistic Regression
Model

FINANSAL BASARISIZLI GIN TAHM iN EDILMESiNDE YAPAY SiNiR AGININ
KULLANILMASI VE iSTANBUL MENKUL KIYMETLER BORSASI'NDA
UYGULAMASI

OZET

Bir dlkenin kaynaklarinin etkin kullanilmasina digw gereksinim, bircok Ulkede,
performans dgerlendirme ve mali barisizliklarin 6nceden tespit edilmesineskiiin
argtirmalara verilen 6nemi artirgtir. Bu calgma, hangi gletmelerin baarisizlga
ugrayacginin bir, iki ve U¢ yiIl 6ncesinden tahmin edilebdsini sglayan bir model
gelistirmeyi amaclamaktadir. Bu c¢eitnada, yapay sinir ga teknolojisiyle, finansmanda
yaygin olarak kullanilan bir siniflandirma metoddioolan lojistik regresyon modelini
karsilastirmaktayiz. Turk firmalarn icin yapilan 6rnek uygmada, yapay sinir ga
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teknolojisinin sgladigl dogru mali bgarisizlik siniflandirmasi, lojistik regresyon maded
sgladigindan daha yiksek bir orandadir.

Anahtar Kelimeler: Finansal Bgarisizlik Tahmini; Yapay Sinir @ari; Lojistik
Regresyon Modeli

1. INTRODUCTION

Increasing numbers of Turkish enterprises are rindirfg themselves in difficult financial
straits. Many of these firms have no choice butigaidate. In addition to becoming a
burden to the economy, such enterprises’ problereken the financial positions of their
lenders and investors who may in time become baéyucandidates themselves. The
need to enhance the efficient use of a countrygeurces has increased attention to studies
of performance evaluation and pre-determinatiofir@fncial failures. Such a study would
be of benefit to credit analysts, intermediariesvall as corporate and individual investors.

Various approaches to bankruptcy prediction areusised in the U.S. literature. Typically,
an assortment of financial ratios are used as thdigior variables and standard statistical
models such as discriminant analysis and logistigression are applied to forecast
financial failure (e.g., Altman, 1968; Altman andris, 1976; Altman, Haldeman and
Narayanan, 1977). Both discriminant analysis andist@ regression however, have
limitations in approximating a nonlinear relatiostetween the dependent variable and
the independent variables. Other important stuthes used multiple variable statistical
models Deakin (1972) who used the multi discrimtmandel. Taffler and Tisshaw (1977);
Ohlson (1980) who used the Logit model, Zavgren8B)9 Hing and Lau ( 1987),
Zmijevski (1984) who used the Probit model, Meyed &ifer (1970) who used the multi
regression model. In Turkey; Goktan (1981), Agadd@89), Aktas (1993), Ganamukkala
and Karan (1996), Kisa (1997).

Recently, researchers have begun to investigateigdhge of artificial neural networks in
finance application due to the flexibility of nelraetworks in capturing nonlinear

mappings. For example, Tam and Kiang (1992) refhat neural networks improved the
accuracy of financial failure prediction; Maher &edn (1998) find that the neural network
based models perform significantly better thanldggstic regression model in predicting
bond ratings. Cheh, Weinberg, and Yook (1999) fiediral networks exhibited a highly
successful rate in predicting takeover targetsTurkey Yildiz (2001) where the artificial

neural network model was used, are important oectsting financial failures.

The objective of this article is to propose andsitate the use of feed forward neural
network (Nnet), the most popular type of neuralmek, as an alternative method to
predict financial failure in Turkey. The models wevelop are able to predict which
enterprises will fail one, two and three years befihey do so, utilizing both a Nnet and a
logistic regression methodologies. We find that &ar sample of Turkish firms, the

artificial neural network technology generates ghkr proportion of correct financial

failure classifications than does the logistic esgion model.

The remainder of the article is organized as fofloim section 2 we present a brief review
of logistic regression. In section 3, we introdudaeet and explain why Nnet is more
powerful in capturing nonlinearity than is logistegression. In section 4, we develop both
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models to predict financial failure in Istanbul &tdxchange. Our conclusion is presented
in section 5.

2. LOGISTIC REGRESSION MODEL

Assuming we have two predictor variables (e.g.arditial ratios), a simple logistic
regression would model the probability for a firm e successful (not fail) given the
observed predictor variables as

1
~(Bo* Bt Bxo) 1)
+ e 0 1 272

P(y=1]X)=

Where y =1 for successful firmsy = 0O for failed firms.

if B, + BX +[,X,<0, thenP(y=1| X)< 0., then the observation is classified as

a member of the about-to-fail group; Otherwise, abservation is classified as a member
of the not-about-to-fail group. In other words, ttveo classes are distinguished by a
decision boundary:

ﬂO +ﬂlxl+ﬂ2x2 = 0 (2)

as illustrated in Figure 1.
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Figure 1. Simulated Example of Logistic Regressiolodel

Note to Figure 1: We represent firms that are abmail as “+”, firms that are not about to
fail as “0”. The straight line going through the agh represents the function

B, + BX + B,%,=0, known as the decision boundary. Observations altoe line are
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classified as about to fail firms, those below lihe are classified as successful firms. X1
and X2 are independent variables such as curréot debt ratio.

Note that the decision boundary based on a singgestic regression model is a linear
function of the predictor variables. We can ofitse add polynomial or other nonlinear
terms to the simple logistic regression to captedain kinds of nonlinearities. Such a
model, however, has to be pre-specified by thestigator. In contrast, neural network
picks up the nonlinearity automatically.

3. FEED FORWARD NEURAL NETWORK

A neural net links the dependent variable with itheependent variables via a multilayer
network structure: input layer, hidden layer antpatilayer. Feed forward neural network
(Nnet), also known as back propagation neural nétws the most popular and basic
neural network. Its topology is constrained todfderward (i.e. no loops). Figure 2.
illustrates the architecture of a single hiddenetailnet with K independent variables

(denoted by vectoK =[X, X%--- %]'), J hidden nodes (denoted by vector
M =[m, m,--- m]") and one dependent variable (denotea)oy

Figure 2. Schematic representation of single hiddelayer feed forward neural
network.

Figure 2 illustrates the structure of single hiddeyer feed forward neural network. The
input layer includes all of the independent vagabldenoted aX. X goes to the hidden
layer and gets transformed ity M goes to the output layer and gets transformedtheo
dependent variable.

The independent variabl goes to the hidden layer and is transformed htioy a certain
transformation functichsuch as a linear function, threshold functionjdtig function, etc.;

M goes to the output layer and is transformed intodependent variabte which is the
probability for a takeover attempt to go throughoim case. Due to the network structure,
Nnet is capable of parallel processing and thusaable of capturing complicated non-
linear relationship between the dependent variabtethe independent variable.

! also known as a squasher function or an activdtiootion.
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Here we provide a simulated example to illustrage guperiority of Nnet at approximating
nonlinear decision boundaries. Successful firmen¢ted as “+”) is distinguished from

failed (denoted as dot) by a quadratic function= O.5)<12 — 25x + 40(, as shown in

Figure 3. X1 and X2 are independent variables aglkurrent ratio and debt ratio. The
fitted decision boundaries from a logistic regressfthe dotted line) and a feed forward
neural network (the dashed line) are also presentBdyure 3. Clearly, Nnet approximates
the quadratic function more accurately.
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Figure 3. Simulated example of a nonlinear decisioboundary

This figure provides a simulated example of a nwdr decision boundary. Firms that
succeed are represented as “+".firms that fall tagu@ represented as “0”. The two groups
are distinguished by a quadratic function, also vkmoas the decision boundary:

X, =O.5)<12 — 25% + 40( denoted by the curved line going through the lyraphe

decision boundaries estimated by logistic regresdimet are also shown on the plot. The
dotted line is the boundary estimated by logistigression model, and the dashed line is
the boundary estimated by Nnet model.

Specifying the architecture of the net is one magsk in the process of fitting a Nnet.
Unfortunately, no clear rule has yet been develdpedetermining the optimal number of
hidden nodes. Usually the number of nodes is déted empirically through trial and
error. One selects the number that gives therbsstt. As to the number of hidden layers,
White (1992) indicated that a single hidden layeed forward neural network can
approximate any nonlinear function to an arbitrdegree of accuracy with a suitable
number of hidden units. The most common net oryg dne hidden layer. The Nnet
parameters could be estimated via maximizing tlydileelihood function, minimizing the
sum of squared errors, etc.
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4. FINANCIAL FAILURE PREDICTION IN ISTANBUL STOCK EXCH ANGE

In this section, we develop both a logistic regm@ssnodel and Nnet to predict financial
failure for firms listed on the Istanbul Stock Erclyge. We fit three models by each
technique: failure prediction using financial infwation one, two and three year ahead of
the failure, (Successful firms are only firms theg¢ successful in year 1998, reasons will be
provided in section 4.2. Thus the financial ratio®, two, three years ahead of the success
would be those for year 1997,1996, and 1995).

4.1. Sample

In this study, the industrial firms, which weretdid on theistanbul Stock Exchange
between the years of 1992-2001, were analyzed. nEiala organizations, holding
companies, and companies in the service and traasjpm sectors were not included
because of their divergent financial charactessti€ailure determination criteria were
defined as follows: going bankrupt; having negatiiet Profits” for three subsequent
years; closure of the order of transaction in IstarStock Exchange; or being discharged
from the quote in Istanbul Stock Exchange. Thiityn$ are identified as unsuccessful firms
by these criteria. Firms that don’t meet any ofséhthree criteria are defined as successful.
We only selected firms that are successful in yE298, in which year the maximum
number of failure occurred. Under this conditiah? out of a total of 142 enterprises were
taken as successful.

Our model’'s dependent variable is a binary (1,00 successful, unsuccessful firm).

Twenty-eight financial ratios commonly used in thierature form our independent

variable set. For example, to predict financiallui@@ one year prior to failure, for

unsuccessful firms, the independent variablestadihancial ratios one year ahead of the
failure, while for successful firms, the indepenidesriables are the financial ratios for year
1997.

FINANCIAL RATIOS USED IN THE STUDY
A) Liquidity Ratios:

X1) Curent Ratio: Curent Assets/Curent Liabilities

X,) Acid-Test Ratio: (Current Assets -Inventory-Otl@rrrent Assets)/Current
Liabilities

X3) Cash Ratio: Liquid Assets/Current Liabilities

B) Financial Ratios:

X,) Total Debt/Total Assets

Xs) Equity Capital/Total Assets

Xe) Equity Capital/Total Debts

X7) Current Liabilities/Total Liabilities

Xg) Long Term Debt/Total Resources

Xg) Fixed Assets/Equity Capital

X10) Fixed Assets/(Equity Capital + Long Term Debt)
X11) Tangible Fixed Assets (net)/Equity Capital

X12) Tangible Fixed Assets (net)/Total Assets

X13) Current Assets/Total Assets
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X14) Fixed Assets/Current Assets
C) Activity Ratios:

X1s) Credit Turnover: Net Sales/Short -Term CommerCiaddits

X16) Stock Turnover: Costs of Sales/(Opening Stocknd &f Period Stock)/2
X17) Turnover of Current Assets: Net Sales/Currentefss

X1g) Turnover of Fixed Assets: Net Sales/Fixed Assets

X19) Turnover of Tangible Fixed Assets: Net Sales/Tialegrixed Assets (net)
X50) Turnover of Assets: Net Sales/ Total Assets

X,1) Turnover of Equity Assets: Net Sales/Equity Asset

D) Profitability Ratios:

X,,) Gross Sales Profit/Net Sales
X,3) Basic Operation Profit/Net Sales
X,4) Operating Income/Net Sales
X,5) Profit Before Taxes/Net Sales
X56) Net Income/Net Sales

X57) Net Income/Equity Capital

X,g) Net Income/Total Assets

4.2. Methodologies

Fitting a logistic regression model is straightfard. We used an SPSS statistical package
program and 28-predictor variables. The fitted nhqutesented in the results section only
contains the significant predictor variables.

Another package program (Neural Connection Versf Copyright 1995-1997.
Recognition System Ltd.) was used to fit Nnet. mles to remove the effect of the
measurement unit, the data are standardized byp#ukage program (also called
preprocessing) such that each data point contsbetpially to the decisions. Then, the
logistic function is selected as the transformafiamction for both the hidden layer and the
output layer. The root mean square error (RMSH}sed as the performance function. The
number of the hidden nodes is determined empiyicelle tried one to seven hidden nodes
for each model and found: five-node-Nnet perfortrestiest for one year ahead prediction,
four-node for two-year ahead prediction, and twdendor three-year ahead prediction, as
shown in Table 1.
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Table 1. Determining the Number of Hidden Nodes

Number of

Hidden Nodes One Year Ahead

Root Mean Square Error

Two-Year Ahead

Three-Year Ahead

o OB~ W NP

7

0.342752 0.540076
0.352060 0.500303
0.431284 0.504473
0.432923 0.343795**
0.289960** 0.469179
0.406475 0.447950
0.314695 0.489401

0.466623
0.402981**
0.433349
0.434071
0.408188
0.453705
0.437906

Five-node-Nnet performs the best for one year ahwadiction, four-node for two-year

ahead prediction and two-node for three-year apeadiction.
4.3. Research Findings

Empirical results are presented in the followingsctions.

4.3.1.Financial Failure Prediction One Year Ahead of TheFailure

Table 2 shows the logistic regression resultsifarfcial failure prediction one year ahead
of the failure.

Table 2. Logistic Regression Model: Financial Failte Prediction One Year Ahead of

Time
Tangible Fixed .
Credit Net Income/
Intercept Assets/ Total Tumover | Total Assets| R.g
X, Assets quare
Xy, Xis X2
Parameter| ; 747 5.940%** -0.286%* | 54.734%
Estimates ' ' ' )
Standard 43:39%
0.82 2.26 0.083 12.20
Errors
** represents statistical significance at the leaie0.05.
*** represents statistical significance at the lee£0.01.
The fitted logistic regression model can be writhsn
_ _ 1
P(Y =1| X)= 8)

1+expc € 1.74% 5.948,- 0.286.+ 54.734,
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Where P(Y =1| X) is the probability for a firm to be successful eivits financial
ratios.

Table 3 shows the performance of the fitted logistigression model (Panel A) and Nnet
(Panel B) in predicting financial failure one yedwead of the failure.

Table 3. Financial Failure Prediction One Year Ahed of Time

Panel A: Logistic Regression Model

True Class
Predicted Class Unsuccessful Successful Overall urany Rate
Unsuccessful 23 7 30 76.7%
Successful 4 108 112 96.4%
Overall 27 115 142 92.3%
Panel B: Nnet

True Class
Predicted Class Unsuccessful Successful Overall urany Rate
Unsuccessful 26 4 30 86.7%
Successful 0 112 112 100.0%
Overall 26 116 142 97.2%

With the logistic regression model, we obtain aouaacy rate of 96.4% for the successful
firms and 76.7% for the unsuccessful firms. Theraleccuracy rate is 92.3%. With the
Nnet, the accuracy rate for the successful firntf0i3% while for the unsuccessful firms is
86.7%. The overall accuracy rate is 97.2%.

4.3.2.Financial Failure Prediction Two Years Ahead of TheFailure

Table 4 shows the logistic regression resultsifarfcial failure prediction two years ahead
of the failure.

Table 4. Logistic Regression Model: Financial Failte Prediction Two Years Ahead of

Time
Basic o i Net
Intercent Cash Operation Inc%er:\aelllggt Income/
P Ratio Profit/Net Sales Total R-
Xo X, Sales Assets | Square
Xzs X24 Xzs
Parameter _ *kk - _ kK *% *k
Estimates 1.508 2 QA 11.632 10.576 11.986 .
Standard 28.58%
0.56 0.98 3.28 4.65 5.55
Errors

The fitted logistic regression model can be writhsn
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1
P(Y =1| X)= 9)
1+expf (1.508 2.94%,- 11.632.+ 10.5%6,+ 11.98§

Table 5 shows the performance of the fitted logistigression (Panel A) and Nnet model
(Panel B) in predicting financial failure two yeaisead of the failure.

Table 5. Financial Failure Prediction Two Years Ahad of Time

Panel A: Logistic Regression Model

True Class
Predicted Class Unsuccessful Successful Overall ursoy Rate
Unsuccessful 17 13 30 56.7%
Successful 3 109 112 97.3%
Overall 20 122 142 88.7%
Panel B: Nnet

True Class
Predicted Class Unsuccessful Successful Overall ursoy Rate
Unsuccessful 25 5 30 83.3%
Successful 2 110 112 98.2%
Overall 27 115 142 95.1%

With the logistic regression model, the accuradg far the successful firms is 97.3%
while for the unsuccessful firms is 56.7%. Theralleaccuracy rate is 88.7%. With Nnet,
the accuracy rate is 98.2% for the successful fimtsle 83.3% for the unsuccessful firms.
The overall accuracy rate is 95.1%.

4.3.3.Financial Failure Prediction Three Years Ahead of he Failure

Table 6 shows the logistic regression results fioarfcial failure prediction three years
ahead of the failure.

Table 6. Logistic Regression Model: Financial Failte Prediction Three Year Ahead

of Time
Intercept Net Income/ Total Assets RS
-Square
XO X28 g
Parameter Estimates -0.249* 15.222%**
0,
Standard Errors 0.45 8.38 35.29%
The fitted logistic regression model is
_ _ 1
P(Y =1| X)= , (10)

1+ expl € 0.249 15.22%,,
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Table 7 shows the performance of the logistic regjos model (Panel A) and Nnet model
(Panel B) in predicting financial failure three ygahead of the failure.

Table 7. Financial Failure Prediction Three Years Aead of Time

Panel A: Logistic Regression Model

True Class
Predicted Class Unsuccessful Successful Overall uracy Rate
Unsuccessful 6 24 30 20.0%
Successful 4 108 112 96.4%
Overall 10 132 142 80.3%
Panel B: Nnet

True Class
Predicted Class Unsuccessful Successful Overall urany Rate
Unsuccessful 20 10 30 66.7%
Successful 18 94 112 83.9%
Overall 38 104 142 80.3%

With the logistic regression model, we obtain aouaacy rate of 96.4% for the successful
firms and 20.0% for the unsuccessful firms. Theral@ccuracy rate is 80.3%. With Nnet,
the accuracy rate for the successful firms is 83.9#tile for the unsuccessful firms is
66.7%. The average accuracy rate is 80.3%.

4.3.4.Summary of The Performance of The Models Developed
Table 8 is a summarized table of the performandbefmodels developed.

Table 8. Summary of Predictive Accuracy of LogistidRegression and Nnet

Years before the date of failure

1 year 2 years 3 years Average

Successful Firms
Logistic Regression 96.4% 97.3% 96.4% 96.7%
Nnet 100% 98.2% 83.9% 94.0%
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Table 8
Failed Firms
Logistic Regression 76.7% 56.7% 20.0% 51.1%
Nnet 86.7% 83.3% 66.7% 78.9%
Overall
Logistic Regression 92.3% 88.7% 80.3% 87.1%
Nnet 97.2% 95.1% 80.3% 90.8%

As indicated by Table 8, the Nnet outperforms tggdtic regression in predicting financial
failure for the unsuccessful firms (78.9% vs. 51)1mderperforms the logistic regression
in predicting financial failure for the successfuins (94.0% vs. 96.7%), outperforms the
logistic regression in predicting financial failuier the whole sample (90.8% vs. 87.1%).
Because the loss on failed firms tends to be highan the gain on investments in
successful firms, the ability to predermine unssebd firms is more crutial to most

investors. Accordingly, we should assign greatepdrtance to the accuracy rate for
predicting which firs are going to be unsuccessfillopposed to predicting which will be
successful when comparing the two methodologiesiusT we recommend Nnet as a
superior alternative to logistic regression to jredinancial failure in Istanbul Stock

Exchange.

5. CONCLUSIONS

Logistic regression models are used widely in faiahfailure prediction models. On the
other hand, logistic regression models have linoitet in approximating nonlinearities
exhibited in the data. Artificial Neural Network &n alternative technology to predict
financial failure and is superior at capturing noeér mappings due to its network
structure. This study suggest that neural netwqnissides more reliable results than
logistic regression the in prediction of finandailure in Istanbul Stock Exchange.
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