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ABSTRACT

Today, there are more job posts than ever before, making it incredibly challenging for job searchers to find the position that best
suits them. To overcome this difficulty, text mining methods can be used to extract information such as job titles, required skills,
and required experience, and to analyze job postings. This information can also be used to match job seekers with the most relevant
job postings. The main purpose of this research is to determine which skills, techniques, subjects, fields, and so on should be
prioritized by job seekers. For this purpose, 200 data scientist job postings from Turkey and 200 data scientist job postings from
the USA are analyzed. According to the results, employers who have announced their interest in hiring a Data Scientist prefer
people who are experts in Machine Learning, Data Science, Python, SQL, R, Statistics, and Mathematics, people with BSc, MSc,
and PhD education levels, people with 3+ years of work experience, and people who know Visualization, Data Mining, Prediction,
NLP, and Clustering techniques. For this reason, it is recommended that people who want to become data scientists in TR or the
USA improve themselves in these techniques, skills, and experiences to be accepted to data scientist position jobs more easily.
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Introduction

In the 21st century, the Internet has become more accessible to people all over the world (Cooper et al., 2000). Various factors,
such as the widespread use of mobile devices, the greater use of social media, and the facilitation of internet access, have led to
an increase in internet use. Moreover, mobile gadgets like smartphones, tablets, and other mobile devices have made it easier for
users to access the Internet while on the go. Social media platforms such as Facebook, Twitter, and LinkedIn also make it easy for
people to stay connected with their friends and network. In addition, the price of internet access has become more affordable in
recent years, which makes it more accessible to people around the world. The increasing use of the Internet has caused a significant
change in our lifestyles and working styles. It has enabled people to stay connected with their loved ones, share information, and
easily access a wealth of information. In addition, the Internet has had a transformative effect on the economy and has created new
opportunities for businesses and entrepreneurs.

The economy and the way businesses run have both been significantly changed by the Internet. In the past, businesses had to rely
on traditional marketing and advertising methods to reach their target audience. This was often very costly and time-consuming.
Thanks to the Internet, businesses can now reach a much wider audience at a much lower cost and in a shorter time. They can
also interact directly with their customers in a way that was not possible before. At this point, to where the Internet and the digital
world have come, more efficient and effective ways of doing business have emerged.

Another change brought by the Internet has been the way businesses sell their products and services. In the past, businesses had
to sell their products through stores operating in real places (Teece, 2010). This was often very costly as businesses would have to
rent or purchase a shop and hire employees to manage the store. Thanks to the Internet, businesses can now sell their products and
services online for much cheaper (Jain et al., 2021). As a result, the gains obtained by lowering the costs of the enterprises cause
the prices of the products or services to fall.
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It is also possible to argue that the Internet has influenced changes in employment. The most significant change is that employers
can now advertise open positions, making it easier for employers and job seekers to meet. The Internet has made job searching
much easier and faster than it was in the past (Kuhan et al., 2014). Another change brought about by the Internet is the way
employers and employees communicate with each other. Email and instant messaging have made staying in touch with colleagues
much easier. Undoubtedly, this situation has caused the spread of working from home or remotely with the effect of the pandemic.
It can also be said that the Internet has made it easier for employers to reach human resources all over the world (Vardarlier, 2020).
Indeed, employers or human resources departments can now reach candidates with the necessary skills and experience with the
click of a mouse, no matter where they are.

Of course, the Internet has also made it easier for employees to learn about potential employers. In the past, it was often
difficult to learn about companies and their culture. However, numerous online resources available today can help employees make
informed decisions about whether a company is right for them. In general, it would not be wrong to say that the Internet makes the
job-finding and career-management processes much easier and more efficient and creates new opportunities for both employers
and employees.

On the other hand, data is just as important as the Internet in terms of data science. Data, also called the oil of our times, helps us
understand the world around us. For example, data can help us understand how people behave, and what they like and dislike. Thus,
purposefully collected data can be used to make better decisions on almost everything from marketing to product development,
from finance to investing. Data can also help us understand complex systems. For example, it can also be used to understand how
traffic flows in a city, how diseases spread, and how economic systems work. Understanding data-driven decision-making can thus
provide the basis for better decision-making and more efficient systems.

Data can also help us automate decision-making. The data can be used to identify patterns and trends, make future projections
based on population parameters and historical data, and analyze sample data (statistics). These estimates can also be evaluated to
automatically make decisions such as buying a stock or approving or rejecting a loan application. Finally, Data is also important
because it helps improve the quality of decisions made. This process can also be considered as the confirmation of the decision
taken. For example, data can be used to test hypotheses and identify and correct errors. The process of using data to improve
decision-making is called data-driven decision-making and is an essential tool for businesses and organizations of all sizes. One
of the quality management principles is the data (evidence) based decision-making approach.

The data provides information on new jobs in employment, the types of jobs in demand, and the skills needed to perform
them. It also provides an understanding of the changing nature of the workplace and workforce. Data is increasing the demand
for technically skilled occupations such as computer programmers and web developers. The demand for professions that require
customer service skills, such as customer service representatives and salespeople, is also increasing. The data also reveals demand
for occupations that require analytical skills, such as market research analysts and financial analysts.

Data is also changing the workforce and the skills in demand (National Research Council, 2008). This is important as it requires
the workforce to adapt to the changing needs of the workplace. The data also reveals an increasing globalization of workplaces
and an increasing demand for professions that require international skills, such as translators and interpreters. The data is also
significant because it provides insight into new jobs, job types in demand, and the skills required to perform them, emphasizing
the changing nature of the workplace and workforce.

New data-driven jobs are those that rely on data to make decisions. These jobs are often found in areas such as marketing,
finance, and operations. Data-driven jobs require the ability to analyze data, identify trends, and make predictions (Severson et al.,
2019). Data-driven jobs are becoming increasingly popular as more and more organizations rely on data to make decisions. As a
result, those who work to analyze data and draw conclusions are in high demand. The number of highly in-demand employees in
this field is growing by the day.

Today, many different types of data-driven businesses have emerged. However, among the most common are data analysts,
data scientists, and business intelligence analysts. Data analysts are responsible for collecting and analyzing data and often use
statistical methods to identify trends and make predictions (Aleryani, 2020). Data scientists are similar to data analysts, but they
also use their computer science and math knowledge to develop new ways of collecting and analyzing data. Business intelligence
analysts use data to help organizations make better decisions about business strategies. Data-driven jobs require a mix of technical
and analytical skills. Employees must be able to understand and work with complex datasets and communicate their findings to
others. As organizations’ reliance on data increases, the demand for data-driven transactions is expected to increase in the coming
years.

During the last pandemic, we saw and experienced the best examples of how important data is and how information is extracted
from it. This study aims to provide some insights to job seekers by identifying the technical qualifications, competencies, and
skills sought in data scientist job demands in Turkey (TR) and the USA (United States of America) by using Pareto Analysis and
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Text mining methods. In the literature, no study has been found that examines data scientist job postings in TR and the USA using
text mining methods and Pareto analysis.

This paper is structured as follows. In the second part of the study, a literature review and some studies related to the subject are
given. In the third chapter, general information about data scientists is given. In the fourth chapter, basic information about text
mining is given and four basic stages of text mining are discussed. In the fifth chapter, the structure and working method of the
Document Term Matrix used in text analysis are explained. In the sixth chapter, theoretical information about Pareto Analysis is
given. In the seventh chapter, the results of the analysis are given and interpreted. In the last section, the results obtained are listed
and a short evaluation is made.

Literature Review

There is a growing body of research obtained through text mining methods that explores the skills, techniques, subjects, and
areas job seekers should focus on. Some studies on the subject in the selected literature are given below.

Costa and Santos (2017) explored how the data scientist profile is represented in the European E-Competence Framework and
the Skills Framework for the Information Age. To do this, they employed a comparative method. The results indicated that the
data scientist profile is well-represented in both of these frameworks, with continuous learning, analysis, problem-solving, and
software skills all featuring prominently.

Rey-Ares et al. (2017) aim to identify the most common quality-of-life health states in Latin America. The article covers the
Pareto analysis of the EuroQol EQ-5D questionnaire using data from a study project from Argentina, Brazil, Chile, and Uruguay.
Other Latin American countries were included in the study. The article used SPSS and Excel programs to evaluate the data
collected about the participants’ sociodemographic characteristics (gender, age, socioeconomic status) and quality of life health
status. A statistical reliability test was used for the Pareto analysis and results were recorded by users. Based on the results of
the article, it was concluded that the most common quality-of-life health statuses were similar in all Latin American countries.
According to the Pareto analysis, the most common health condition is pain. In addition, it was determined that sociodemographic
characteristics did not significantly affect the determination of the quality of life and health status.

Radovilsky et al. (2018) define and compare the knowledge areas and skills that characterize the Business Data Analytics and
Data Science professions. In the study, a model was developed to systematize the knowledge skills expected for Business Data
Analytics and Data Science. For this purpose, Job Data Analytics and Data Science job posting data were collected from online
websites and analyzed using the text mining method. The analysis results reveal some similarities and differences between the
knowledge areas and skill groups required for Business Data Analytics and Data Science. The results provide important predictions
for designing curricula and training in Business Data Analytics and Data Science. In addition, the skills required by people who
want to work in the Business Data Analytics and Data Science job market were determined.

Alexander’s (2018) work shows how to use Pareto analysis to analyze text data using the R package. The study shows a way for
R users to perform Pareto analysis individually and institutionally. In addition to using R packages for Pareto analysis, the article
also explains how to prepare the input file required to create a word cloud. It also explains the commands used to create the word
cloud and how to interpret the output. The result provides R users with guidance on performing Pareto analysis for text data and
creating a word cloud to show the results.

In the study by Meyer (2019), data scientist skills and qualifications needed in the US healthcare industry are investigated.
The study’s data were gathered from job postings for health data scientists and analyzed using content analysis. According to the
results of the study, among the health data scientist qualifications, the basic concepts of data science, data collection and analysis,
data security, data architecture, data modeling, and reporting are the most sought-after qualifications. Also, other skills sought
in healthcare data scientists are R and Python programming, statistics, machine learning, SQL database management, developing
data-driven solutions, and data handling skills.

Verma et al. (2019) aim to determine the skills required for professions such as business analysts, business intelligence analysts,
data analysts, and data scientists. For this purpose, business analysts, business intelligence analysts, data analysts, and data scientists
analyzed the data collected from online job postings with the content analysis method. As a result of the analysis, the skill categories
for the positions worked were presented in the form of a list. Furthermore, by making a pairwise comparison between business
analysts, business intelligence analysts, data analysts, and data scientists, it was concluded that skills such as decision-making,
organization, communication, and structured data management are vital for all business categories. The results also show that
technical skills such as statistics and programming are the most sought-after skills.

Washington Durr (2020) analyzes data science career opportunities, US iSchool educational institutions, and the contribution
of education to data science. Data was collected through oral interviews and questionnaires from twenty iSchool institutions in the
USA. The results show that iSchool schools play an important role in learning data science. It also reveals that the data science
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education of iSchool schools is not sufficient for most students and that more resources and support are needed for the development
of data science. On the other hand, it is stated in the article that iSchool schools have an important role in providing career support
to data scientists.

A study by Ergiit (2021) aimed to reveal the current employment opportunities of Econometrics graduates and the needs of
companies that want to employ Econometrics graduates. In the research, a text mining approach was used to reveal the skills and
characteristics required for job postings on the human resources website Kariyer.net. The job listings were carefully analyzed based
on factors like sector and position, and at the same time, employer expectations about foreign languages, computer programs,
personality qualities, and other skills were made clear. As a result of the examinations, it is concluded that the banking, energy,
and automotive sectors are the sectors that offer the most employment opportunities.

Martinez-Plumed and Hernandez-Orallo (2021) investigated project-based learning methods to support the skills of data
scientists. In the study, a series of operational tests and applications were conducted to evaluate the use of the project-based
learning method. The test results revealed that project-based learning is an effective method for data scientists to improve their
skills. The study showed that data scientists can increase their resources through project-based learning.

Halwani et al. (2022) aim to determine the necessary qualifications for data scientists and big data jobs. The researchers analyzed
job postings from leading organizations in the field of big data and data science in the United States. The study used a comparative
method to identify 16 required attributes in big data and data science fields such as Access Data Management, Technical Principles,
Data Science Applications, and Operating System Control. These qualifications include Statistics, Data Mining, Social Network
Analysis, Machine Learning, Data Security, Programming, and Data Modeling. The researchers revealed which skills, education,
experience, and characteristics are needed to improve these qualities. As a result, 16 necessary qualifications have been identified
that can be used to increase competition in the fields of big data and data science and to improve the qualifications of candidates
who aim to take positions in these fields.

As can be seen from the selected literature studies above, no study has been found in the literature to determine TR and USA
data scientist job demands using Pareto Analysis and Text Mining methods. In this respect, we believe that this study is original
and will contribute to the literature.

Data Scientist

Data scientists are important because they can help make sense of data and turn it into insights that can help improve decision-
making. Data scientists use statistics, programming, and machine learning skills to clean, analyze, and model data. This process
can also help uncover patterns and trends that can be used to make better decisions.

Data scientists are increasingly favored by organizations as they can better use their data and transform data into meaningful
information. Undoubtedly, while the amount and size of the data produced are increasing day by day, businesses also need qualified
people who can help make sense of their data and thus business results (Monnappa, 2022). Data scientists can provide value by
helping to improve decision-making, develop new products and services, increase efficiency, and reduce costs and variability.

As new technologies and methods are developed, the role of a data scientist is constantly evolving depending on these
developments. Therefore, data scientists need to be able to adapt to change and be willing to learn new skills (Priifer et al., 2020).
As data becomes more and more important, the demand for data scientists will continue to increase.

A data scientist works in all industries where data is available or can be collected, be it healthcare, finance, government, retail,
etc. Data scientists use their skills to collect, analyze and interpret data to help organizations make better decisions (Vicario &
Coleman, 2020).

Most data scientists have a background in computer science, mathematics, and statistics. They use their knowledge of these
disciplines to clean, manipulate, and model data. They also use their technical skills to build algorithms and predictive models
(Botelho et al., 2019).

Data scientists often work with data analysts and data engineers. Data analysts collect and analyze data to support decision-
making. Data engineers create the systems and platforms that data scientists use to collect, process, and model data.

There are many job opportunities for data scientists. Some companies may hire data scientists to help them make better business
decisions (Celik, 2019). Others may employ data scientists to help improve products or services and better understand their
customers.

Data scientists must have a strong foundation in mathematics and statistics and be able to understand and apply complex
algorithms. They also need to be proficient in programming languages like R and Python and have strong communication skills
so they can explain their findings to non-technical people (Celik, 2019).
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Some of the most important skills for data scientists include:

1) Data wrangling: Data scientists must do data editing to be able to clean and organize data before analysis (Muller et al., 2019).
This process includes removing invalid or irrelevant data and ensuring that the data is brought into a format that can be used by
algorithms.

ii) Data visualization: Data scientists use visualization methods to share their findings with others. This includes choosing the
right type of chart or graph appropriate for the type of data and using color and other visual cues to highlight important patterns
(Sakib, 2022).

iii) Machine learning: Data scientists need to be familiar with machine learning to develop and tune algorithms that can be
extracted from data (Amershi et al., 2019). This includes understanding how different algorithms work and choosing the most
appropriate ones for the data and task at hand.

iv) Statistics: Data scientists must be able to apply statistical methods to data to obtain insights. This includes understanding
how to measure uncertainty and using statistical significance tests to evaluate hypotheses.

v) Communication: Data scientists are required to articulate their findings descriptively to non-technical people. This includes
being able to communicate complex ideas clearly and concisely and using visualizations to illustrate key points.

Text Mining

Text mining, as a sub-branch of data mining, includes the processes of extracting meaning from data, obtaining information,
and discovering. These operations typically involve structuring, classifying, cleaning, and summarizing data to create a dataset. In
text mining new information obtained from data can be used for predefined purposes of applications (Alzate et al., 2022).

Text mining is the process of extracting valuable information from textual data to obtain more information (Tandel et al., 2019).
It has a wide variety of applications such as business intelligence, market research, and text analytics. It can be used to discover
patterns and trends in large data sets. For example, it can be used to analyze customer feedback or social media posts, such as,
identifying sensitivity or significant issues, detecting plagiarism, or finding similar documents. Text mining is a new field, and new
methods and applications continue to be explored. The potential of text mining is endless and only limited by our imagination.

In recent years, text mining has become increasingly important, with the amount of digital text data increasing exponentially.
When producing large volumes of text data, more and more organizations need automated methods to extract useful information
from that data. Text mining can help organizations achieve several goals such as:

i) Automating the analysis of text data: Text mining can automate the analysis process of text data, which is very time-consuming
and expensive to do manually.

ii) Improve the decision-making process: By extracting hidden patterns and relationships from text data, more informed decisions
can be made.

iii) Gain insight into customer behavior: Text mining can be used to analyze customer feedback to gain insight into customer
needs and preferences.

iv) Fraud and abuse detection: It can be used to automatically detect fraudulent or abusive behavior such as text mining, spam
comments, or fake reviews.

v) Social media monitoring: It can be used to monitor social media for text mining, brand mentions, or sentiment analysis.

Overall, text mining is a powerful tool that can be used to extract valuable information from text data. With the increasing
volume of digital text data, it can be said that text mining will become increasingly important in the coming years.

Text mining (analysis) can be broken down into a series of meaningful steps that require metrics to be defined for a consistent
and repeatable approach, given the unstructured nature of the data. This process usually consists of four stages: Data Selection,
Data Cleaning, Information Extraction, and Information Analysis (Benchimol et al., 2022).

Data Selection

The "data selection" phase in text mining is the process of choosing which text data to extract. This can be done in several ways,
but typically involves selecting a specific set of text data to work with or using some form of filtering to select only certain types
of text data (King et al., 2017). For example, when reviewing social media data, you may choose to collect only tweets containing
certain keywords. Also, when working with a larger collection of texts, topic modeling algorithms can be used to identify groups
of similar texts and then select only those texts for further analysis.
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The purpose of the data selection phase is to make the text mining project’s scope more manageable and focused (O’Mara-Eves
et al., 2015). By carefully choosing which text data to extract, we can ensure that the insights obtained will be more accurate and
relevant.

Data Cleaning

The data cleaning phase in text mining is the process of eliminating or correcting inaccuracies and inconsistencies in the data
(Singh, 2020). This stage is important as it can improve the accuracy of the results of the text mining process. There are several
different ways to clean data, and the methods used depend on the nature of the data and the purpose set for text mining. Some of
the data cleaning methods can be listed as follows:

i) Removal of duplicate records: Duplicate records may cause errors in the text mining process. Therefore, it is important to
remove duplicate records before continuing (Grimmer & Stewart, 2013). This can be done using a variety of methods, such as
identifying and removing exact or near-duplicates, or using clustering algorithms to identify and remove duplicate records.

ii) Handling missing values: Missing (missing) values can cause errors in the text mining process (Donders et al., 2006). There
are several ways to handle missing values. For example, assigning missing values using a statistical method or simply removing
records with missing values.

iii) Standardizing data: Data standardization is the process of making sure that all data conforms to a particular format. It
is important to standardize the data, as it can help ensure that the text mining process produces consistent results (Noh et al.,
2015). Data standardization can be done in three different ways, such as converting all data to a common format or using data
normalization methods to scale data.

iv) Cleaning up text data: Text data often contains a lot of noise such as typos and other errors (Agarwal et al., 2007). This noise
can cause errors in the text mining process. Therefore, it is important to clear the text data before continuing. There are several
ways of clearing text data in the form of spell checkers, grammar checkers, or manual review and correction.

Information Extraction

In text mining, the information extraction stage is the process of extracting relevant information from text documents (Krallinger
& Valencia, 2005). This can be done manually or automatically using software tools. Manual information extraction requires
identifying relevant pieces of data by reading the document. This can be time-consuming and may require reading the same
document multiple times.

Automatic information extraction uses software to identify and extract relevant information from a text document (Quirchmayr
et al., 2017). This can be done using a rule-based approach where predetermined rules are used to identify and extract relevant
information, or using a machine learning approach where algorithms are trained to identify relevant patterns in the data. Both manual
and automated methods have their advantages and disadvantages. Manual methods may be more accurate but time-consuming,
while automated methods may be faster but less accurate.

When extracting information from a text document, it is important to consider what kind of information is needed and how it
will be used. For example, if the goal is to produce a summary of the document, only relevant information should be extracted. On
the other hand, if the goal is to perform a keyword search in the document, unnecessary details should be omitted to ensure that
only relevant keywords are considered.

The amount of information that can be extracted from a text document depends on the length and complexity of the document.
Short documents may not contain enough information for effective extraction, while long and complex documents can be difficult
to read and understand, making it difficult to identify relevant pieces of information.

Analysis of information

The information analysis phase is important in text mining as the text data is converted into a format that can be used for further
analysis (de Miranda Santo et al., 2006). This includes tasks such as tokenization, lemmatization, and word removal (Al-Shammari
& Lin, 2008).

Tokenization can be defined as the separation of texts into individual words or phrases (T. Verma et al., 2014). This allows for a
more detailed examination of words or phrases.

Lemmatization is the process of grouping different twisted forms of a word so that they can be analyzed as a single unit (The
Kaleidoscope Garden, 2020). This is important as it provides greater accuracy when performing further analysis of text data.
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Stop word removal is the process of removing words that have little value in text analysis (Anandarajan et al., 2019; Rajkumar
et al., 2020). This is important because it allows focus on more important words.

Preprocessing of the text data can also help to better interpret the results (Usuga-Cadavid et al., 2021). For example, if the results
of text mining algorithms are presented in tabular or graphic form, the results may be difficult to interpret. However, it may be
easier to interpret the results if the results are presented as a list of the most important features in the data.

To summarize, the Information Analysis phase is important in text mining as it helps improve the accuracy of text mining
algorithms, reduces the amount of time and resources required to process text data, and improves the interpretability of results.

Document-Term Matrix

A document term matrix is a numerical matrix that defines the frequency of terms in a document. Terms are usually words
and documents are represented as sentences, paragraphs, or entire documents. The document term matrix provides a numerical
representation of text data that can be used for further mathematical operations.

The document term matrix is an essential tool for text mining. With one row for each document and one column for each term,
this matrix can be created using a variety of methods, including manual generation, software packages, and online tools. The value
of each cell in this matrix indicates the frequency of the term in the document. The Document Term Matrix provides input to text
mining algorithms to perform various tasks such as document classification, topic modeling, and text clustering.

The document term matrix has two dimensions: documents and terms. The document size represents the different documents
in a corpus, while the term size represents the different terms that occur in those documents. The document term matrix is the
representation of terms as a table of frequencies within the document. For example, consider a merged document consisting of
four documents (Aggarwal, 2018):

Document 1: "The cat sat on the mat"

Document 2: "The dog chased the cat"

Document 3: "The rat chased the cat"

Document 4: “The rat chased the cat across the mat”

The corresponding document-term matrix might look like this:

Table 1. A Document Term Matrix

Document; Term;

The | cat | sat | on | Mat | dog | chased | Rat | Across
Document 1 2 1 1 1 1 0 0 0 0
Document 2 2 1 0 0 0 1 1 0 0
Document 3 2 1 0 0 0 0 1 1 0
Document 4 3 1 0 0 1 0 1 1 1

The rows in the matrix show each document, while the columns show each term. The values in the matrix represent the
frequencies of the terms in these documents. In this example, we can say that the term “cat” appears once in each of the four
documents, while the term “mat” appears in the first and fourth documents. We can also say that the term "dog" only appears in
the second document, while the term rat appears in the third and fourth documents.

The #f-idf (term frequency-inverse document frequency) weight consists of two important parameters used to measure the
frequency of a term in a document - ¢#f and idf. While #f measures the repetition rate of a term in the document, idf measures the
frequency of occurrence of a term in the document (Aizawa, 2003; Christian et al., 2016).

It is calculated by dividing the term frequency of words in a document by the total number of words (Li et al., 2010). This is a
method for measuring how often a word in a document is used. The words that appear most frequently are the most important in
the document. The term frequency is calculated as in equation (1) (Benchimol et al., 2022).
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Number of times term t appears in document

1f(1) =

ey

Total number of terms in the document

To measure the importance of a word in a document, the #f is used. Taking into account how often the word in the document
occurs and the length of the document is an important way to determine the importance of the word. For example, a recurring
word in a short document is more important than a word that occurs twice in a long document.

Another reason #f is useful is that it can be used to compare the importance of a word in different documents (Benchimol et al.,
2022). For example, if we want to know whether the word "cat" is more important in region A or region B, we can compare the
term frequency of the word in each document.

idf is a numerical measure used to evaluate a word in a document. This measure is based on the frequency of words in the
document collection and is used to reflect the importance of a word in the document (Siva, 2015).

idf is measured as a logarithm, which is calculated by dividing the number of documents in which a given term occurs, by the
number of documents in the compilation (all documents) (Das, 2019). We can also calculate this as in equation (2) (Benchimol et
al., 2022).

Total number of documents

idf = In )

Number of documents with term t in it

In text mining, idf can be used as a weighting tool. For example, the idf value can be used to calculate the #f-idf value of a
term (Yordanov, 2018). Inverse document frequency can also be used as a weighting factor in other applications such as document
classification and subject modeling.

Inverse document frequency is a particularly useful metric when it comes to identifying the most important terms in a corpus.
It can also be used to describe overrepresented or underrepresented terms in a document.

The tf-idf weight is a statistical measure used to evaluate the importance of a word in a document. The way this works is of
increasing importance in proportion to the frequency of the word in the document. Thus, the fact that the word in a corpus occurs
more often, in general, is offset. This measure is used to help determine which words are most important for a document, thereby
providing a better understanding of a document as a whole (Chatterjee, 2020). #/-idf weighting is calculated as in equation (3)
(Benchimol et al., 2022).

1f —idf (1) = 1f(2) * idf (1) 3)

Pareto Analysis

According to the Pareto analysis developed by the Italian economist Vifredo Pareto, the richest 20% of the population has 80%
of the total income created in the country and the remaining 80% has only 20% of the total income (Is181cok, 2020:80). It has been
observed that the Pareto analysis, initially proposed for income distribution, can be applied to various situations characterized by
uneven distribution. The distribution of many events or phenomena in real life and business life is unbalanced or unequal. For
example, not all customers of a firm buy the same number of products or services. The distribution of country population by cities
is also unbalanced or unequal. Again, the distribution of defective products will not be the same. All these examples are examples
of how the Pareto analysis or curve can be used.

Pareto analysis enables the frequency, proportional frequency, and cumulative proportional frequency of each category to be
revealed as a result of ranking each category in order of importance from largest to smallest, or to have the same meaning in
the classification or evaluation of the attributes (categories) related to a subject. In many cases, 20% of the problems or causes
correspond to approximately 80% of the results. From this point of view, according to the Pareto analysis, which is also called the
80/20 rule, 80% of the problem can be solved when focusing on the most important 20% instead of dealing with all the problems.

In the text mining used in this study, the distribution of words is not balanced. In text mining, as explained above, the frequencies
of the terms in the study emphasize the importance of those terms. In this case, it will be possible to use Pareto analysis in text
mining and interpret the results according to Pareto analysis. However, in Pareto analysis, focusing on the issues or errors with the
highest frequency and improving the error type by 20%, an 80% improvement in total errors is considered.

The application of this study suggests that a significant pattern emerges in data scientist job postings. Specifically, approximately
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20% of the basic and technical skills identified in these postings constitute the desired features in about 80% of the advertisements.
For instance, if there are 30 skills listed as requirements for data scientist candidates, applying the Pareto Principle implies that
approximately 6 of these skills will be consistently sought after in around 80% of the job postings. From this perspective, consider
that if 75% of data scientist job postings explicitly ask for skills A, B, or C, one could interpret this as a 75% likelihood for a
candidate possessing these skills finding employment as a data scientist.

Data Set

The data used in this study was taken from the social networking site LinkedIn. For this purpose, a total of 400 job postings,
200 of which are data scientist job postings from Turkey and 200 are from the USA, were analyzed and interpreted by the text
mining method. Job postings were selected using the random sampling technique. In addition, at most, one job posting from each
company was included in the research.

Text-Mining Analysis Results

We used WordCloud, one of the most commonly used techniques in the existing literature, to analyze data collected from data
scientist job postings. “WordCloud” takes text data as input and produces a graphical representation of the most frequently used
words in the clouds are useful for discovering and understanding the main topics at the center of a text, and as the frequency of the
word increases, so does the size of that word in the output. In Figure-1, the word cloud obtained as a result of the joint analysis of
400 data scientist job postings selected from Turkey and the USA is given.
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Figure 1. TR and USA Data Scientist Job Postings WordCloud

In Figure-2 and Figure-3, the word cloud obtained as a result of the analysis of 200 data scientist job postings selected from
Turkey and 200 from the USA is given. According to the result obtained, "Machine Learning", "Statistics", "data", and "Python"
etc. are important because of the high frequency of the words.
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Figure 2. USA Data Scientist Job Result for TR with WordCloud
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Figure 3. USA Data Scientist Job Result for USA with WordCloud

When Figure-2 and Figure-3 are examined, it is seen that the words “data”, “Statistics” and “Python” are mostly used in data
scientist job postings in both TR and USA. From these findings, it can be concluded that data scientist job postings mostly demand
more people who can perform statistical data analysis with Python programming.

It will be useful to examine the frequency distributions, probability distributions, and cumulative probability distributions of
the above WordCloud outputs with Pareto analysis and to see the details by looking at the Pareto curves. For this purpose, i)
Experience, ii) Tools, iii) Graduation area (Graduate), iv) Graduation degree (Degree), v) Fields of study (Discipline), and vi)
Techniques were examined. The frequencies of 6 basic and technical skills or the meaning of the importance given to these skills
in job postings and the results of TR and USA job postings are presented by Pareto curves in Figure-4,5,6,7,8,9.

According to the findings in Figure-4, 3+ years of experience is deemed the most crucial requirement in 34.8% of data scientist
job postings in TR. Conversely, 2+ years of experience takes precedence in 32.2% of job postings in the USA. Additionally, in TR,
data scientist positions often seek individuals with a maximum of 3+ years (34.8%) and 2+ years (22.0%) of work experience. In
contrast, people with 2+ years (32.2%) and 3+ years (30.3%) of work experience in the USA are more in demand in data scientist
job postings. When the first two experience groups are evaluated cumulatively, 2+ years of experience is sought in 56.7% of data
scientist job postings in TR and 62.5% of those in the USA. Finally, 75.6% of data scientist job postings in TR and 80.8% of those
in the USA seek 5+ years of experience. These findings can also be interpreted as the proportions of years of experience desired
and the probability of finding a job as a data scientist. Those with more than 5 years of experience in data science can expect to
have the desired requirements for a job in 75.6% of job postings in TR and 80.8% in the USA.

The frequencies, rates, and cumulative rates of other years of experience can be seen in the chart.
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Figure 4. Work Experience Desired in TR and USA for Data Scientist Jobs (years)

In Figure-5, the distribution and priorities of the tools (or programs) requested in job postings in TR and the USA are shown.
When the findings in Figure-5 are examined, the order of importance of the first three tools in TR and USA is the same, and
these tools are to know Python, SQL, and R programs, respectively. If the three requested programs are known, there is a 50%
probability of having the desired qualifications for a data scientist in both TR and the USA.
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Pareto Chart of Tools (TR) Pareto Chart of Tools (USA)
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Figure 5. Tools Desired in TR and USA Data Scientist Jobs

Figure-6 shows the distribution and priorities of the desired graduation fields (occupations) in job postings in TR and the USA.
When the aforementioned findings are examined, it can be seen that graduates of Statistics, Mathematics, Industrial Engineering,
and Computer Engineering departments are preferred as data scientists with a ratio of over 85% in both TR and the USA. It is also
noteworthy that the rate of graduates from the Statistics department is more than 50% in TR and the USA, and the rate of those
who graduated from the Statistics and Mathematics department is 80% or more.
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Figure 6. Desired Graduations in TR and USA Data Scientist Jobs

In Figure-7, the distribution and priorities of the graduation degrees requested in job postings in TR and the USA are given.
When these findings are examined, in TR, BSc is in the first place with a rate of 42.9%, MSc is in second place with a rate of
38.2%, and the sum of these two degrees is 81.1%. By similar logic, in the USA, BSc ranks first with 40.7%, while PhD is second
with 29.7%, the sum of these two degrees is 70.3%. As can be seen, while the doctorate degree (PhD) is the second most important
for data scientist jobs in the USA, it is the third most important education level in TR. As a result, the most in-demand degrees for
data scientist jobs in TR and the USA are BSc degrees and MSc degrees, respectively.
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Figure 7. Required Graduation Degrees for Data Scientists in TR and the USA
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In Figure-8, the distribution, and priorities of the work areas (discipline) requested in the job postings in TR and USA are
shown. When these findings are examined, two of the most important fields of study requested by data scientist candidates were
determined as Machine Learning and Data Science in both TR and USA. The rates for these two fields of study are over 70
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Figure 8. Desired Work Areas in TR and USA Data Scientist Job Postings

Finally, when the distribution and priorities of the techniques requested in the job postings in TR and USA are examined in
Figure-9, the importance given to the most important techniques requested by data scientist candidates differs considerably in TR
and USA. The 7 most requested techniques in data scientist candidates in TR in order of importance are Optimization (15%),
Visualization (12%), Data Mining (11%), Forecasting (10%), Regression (8%), Natural Language Processing (NLP) (8%) and
Statistics Analysis (7%). In the USA, they are Regression (14%), Visualization (13%), NLP (11%), Forecasting (9%), Optimization
(7%), Clustering (7%) and Classification (7%).
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Figure 9. Techniques Requested in TR and USA Data Scientist Jobs

Conclusion and Discussion

Examining the desired skills in Data Scientist job postings is important as it provides insight into the data science job market
and future trends. Employers and job searchers can use this information to better understand the kinds of roles that are in demand
as well as the skills and qualifications required for success in those areas.

Employers and job searchers can use this information to better understand the kinds of roles that are in demand as well as
the skills and qualifications required for success in those areas. Furthermore, reviewing the skills required in Data Scientist job
postings can assist employers in identifying potential candidates for open positions while also saving time by assisting job seekers
in understanding what employers are looking for in potential hires.

In this study, the desired data scientist profiles were determined by examining the job postings from TR and the USA using
data mining techniques. To that end, a total of 400 data scientist job posts on LinkedIn, 200 of which are for TR and 200 for the
USA, were analyzed with WordCloud. Words such as "Machine Learning", "Statistics", "data" and "Python" were determined as
the most important words in both Turkish and US job postings. This finding indicates that the top priority in data scientist job
postings is "Machine Learning", followed by the words "Statistics", "data" and "Python", respectively. As a result, it is concluded
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that people who can analyze statistical data using Python and use the machine learning method are requested in data scientist job
advertisements.

Frequency distributions, probability distributions, and cumulative probability distributions of WordCloud outputs regarding the
skills required or requested in 400 job postings considered in the study were also examined by Pareto analysis. The aforementioned
review was carried out under six basic and technical skill sub-titles: “Experience”, “Tools”, “Graduation Field”, “Graduation
Degree”, “Studies” and “Techniques”. Thus, sub-skills (qualities) in each main skill were determined according to their priorities.

According to the findings of the Pareto analysis, 3+ years of experience is sought in data scientist job postings with 34.8% in TR
and 2+ years with 32.2% in the USA. This finding means that at least 2 years of experience in data scientist positions is required.
This finding can also be interpreted as the probability of meeting the requirements for a job as a data scientist for a candidate with
at least 2 years of experience is 34.8% in TR and 32.2% in the USA. If the experience is 5+ years, the probability of meeting the
requirements for a job is 75.6% in TR and 80.8% in the USA.

When examining the tools or programs requested in job postings, it has been determined that the top three tools in data scientist
job postings in TR and the USA are Python, SQL, and R. If these three programs are known, it can be said that they can get a
job as a data scientist with a probability of approximately 50% in both TR and the USA. Furthermore, approximately 50% of job
seekers as data scientists are required to have Python, SQL, and R programming skills.

When analyzing the distribution and priorities of desired graduation fields (professions) in job postings in TR and the USA,
it becomes evident that "Statistics," "Mathematics," "Industrial Engineering," and "Computer Engineering" consistently hold the
top four rankings in both regions. It has been observed that graduates from these four fields are actively requested in job postings.
In addition, it was determined that the rate of graduates from the Statistics department was 61.7% in TR and 53.4% in the USA,
while the rate of those who graduated from the Statistics and Mathematics department was 83.0% in TR and 79.6% in the USA.
These findings point out how important statistics and mathematics are in being a data scientist.

According to the findings of the Pareto analysis of graduation degrees, which is another skill required in job postings in TR
and the USA, university graduates (BSc) in TR were in first place with 42.9%, while postgraduate graduates (MSc) were in
second place with 38.2%. The sum of these two degrees is 81.1%. This finding means that being a data scientist with a Doctor of
Philosophy (PhD) in TR is not a priority for being a data scientist. In the USA, however, while MSc is in first place with 40.7%,
PhD is in second place with 29.7%, and a BSc graduate is required with 27%. This finding means that MSc and then PhD have
priority in becoming a data scientist in the USA. As a result, data scientist job postings in TR mostly search for people with BSc
degrees, while data scientist job postings in the USA mostly search for people with MSc degrees.

The Pareto Analysis results reveal that the two most important fields requested in job postings in Turkey and the USA are Machine
Learning and Data Science. While Machine Learning was 52.2% and Data Science 21.0% in TR, these rates were determined as
48.8% and 28.7% in the USA, respectively. This finding can be interpreted as the two most sought-after fields of study for a data
scientist job are Machine Learning and Data Science, indicating that those with expertise in these two fields are preferred.

Within the scope of the study, it was determined that the results of Pareto analysis regarding techniques, which is another skill
required to be a data scientist, differ in TR and USA. In order of importance, the 7 techniques most commonly requested from
data scientist candidates in Turkey, which make up 71% of the total, are Optimization (15%), Visualization (12%), Data Mining
(11%), Forecasting (10%), Regression (8%), (NLP) (8%) and Statistical Analysis (7%). On the other hand, in the USA, the 7
techniques that are the most demanded among data scientist candidates and make up 68% of the total area are Regression (14%),
Visualization (13%), NLP (11%), Forecasting (9%), Optimization (7%), Clustering (7%) and Classification (7%).

As a result, the conclusion that can be drawn from data scientist job postings is that the skills and qualifications sought in data
scientist positions are Machine Learning, Data Science, Python, SQL, R, Statistics, and Mathematics, people with BSc, MSc, and
PhD education levels, and 3+ years of work experience. It is understood that people who know Optimization, Visualization, Data
Mining, forecasting, NLP, and Clustering statistical techniques are requested. Therefore, it will be beneficial for people who want
to be data scientists in TR or the USA to improve themselves in these skills to be accepted.
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