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 The aim of this study is to estimate the digital elevation model, which is the most important 
data of the projects and needed in the engineering project, using latitude and longitude 
information of the elevation points and three different heuristic regression techniques. As the 
study area, an area with mid-level elevations, located in the Marmara region, and covering a 
part of the intersection of Edirne, Kırklareli and Tekirdağ provinces was chosen. In the study, 
the estimations were investigated for three different sized areas, and these areas are square 
areas with the dimensions of 1x1 km, 10x10 km and 100x100 km, respectively. A total of 3500 
elevation points were used in the study, and this number is constant in all areas, and 60% of 
these points were used in the testing phase and 40% in the training phase. The models used 
in the study are M5 model tree (M5-tree), multivariate adaptive regression curves (MARS) and 
Least Square Support Vector Regression (LSSVR). The results of the models were evaluated 
according to three different comparison criteria. These, coefficient of determination (R2), 
Mean Absolute Error (MAE) and Root Mean Square Error (RMSE) were used. When the 
modeling results are examined; M5-Tree regression method gave the best results (1), LSSVR 
method was better than MARS methods (2), The most successful input data was found in 
datasets using X and Y coordinates information, and the worst results were found in datasets 
using X coordinates (3). As the study area increased, the model performance did not improve 
(4). The least error was obtained in the modeling of 1x1 km area, and the highest R² was 
obtained from the modeling of 10x10 km area (5). It was concluded that the M5-tree method 
is a very successful method in elevation modeling. 
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1. Introduction  
 

The data of the heights (elevation) of the land points 
are used in many areas. However, measuring all points in 
the field is difficult and costly. Therefore, various 
mathematical-statistical methods and more modern 
techniques such as machine learning are used to estimate 
elevation points [1].  

Disaster risk assessment, agriculture, forestry, 
watershed management, urban and rural planning, 
transportation planning, etc. numerous fields make use 
of numerical models created from land locations. These 
models serve as the foundation for engineering study 
projects [2-4]. Information about the surface and the 
subsurface can be processed, analyzed, and visually 
presented using digital surface models [5]. 

Important studies in the literature in recent years; 
Demir and Keskin [1], estimated elevations in Samsun 
Mert River Basin using X and Y coordinate information 
and three different Artificial Neural Networks and IDW 

and Kriging interpolation techniques. Demir and 
Çubukçu [5], estimated elevation points in a similar study 
area (Samsun Mert River Basin) using M5 model tree 
(M5-tree) and multivariate adaptive regression curves 
(MARS) heuristic regression methods. The results were 
compared with the regression methods. In the literature 
on surface modeling, there are also studies on the use of 
regression or artificial neural network methods on 
mathematical-theoretical surfaces [6–8]. 

For other important studies in the literature, a search 
was made on the Scopus database with the keywords 
"machine AND learning, AND elevation AND point AND 
estimation" and 27 studies were found. The relationship 
map of the keywords in these studies was obtained in the 
VOSwiewer software (Figure 1).  

In Figure 1, it is seen that methods such as deep 
learning and artificial neural networks and keywords 
such as remote sensing, 3D point cloud, classification is 
more prominent. Especially deep learning and artificial 
neural networks methods and similar machine learning 
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methods are used successfully in solving many 
engineering problems [9–20]. In addition, when the 
years of these publications are examined, it is seen that 
they are between 2020 and 2022. It is seen that this 
situation is among the studies that have been researched 
in recent years and the keywords researched are 
included in current studies. This study differs from the 
literature in terms of the changing field of the study area. 

In this study, elevation estimations were made using 
latitude and longitude information of points obtained by 
remote sensing and three different heuristic regression 
techniques (M5-tree, MARS and LSSVR). A region with 
moderate (flat-mountainous area with mid-level 
elevations) heights (Z) was chosen as the study area. 
Predictions were made separately for three different 
sized areas and compared. 

 

 
Figure 1. The relationship of the keywords of the similar studies.  

 
2. Material and Method 

 

The study area is located in the Marmara region of 
Türkiye, the region at the intersection of Kırklareli, 
Edirne and Tekirdağ provinces was selected, and data 
were obtained for three different sized areas. These areas 
are 1x1 km, 10x10 km and 100x100 km square areas. The 
data were obtained with the help of Google-Earth Pro. 
The following study can be examined for the 
methodology used in obtaining the data [21]. The study 
area is shown in Figure 2.  

In Figure 2, areas of three different sizes are 
represented by square polygons. In choosing this area as 
the model area, the distinction in the classification of 

heights was considered.  The height points within these 
square areas are shown in Figure 3. Hassan et al. [22], 
areas with a height difference of up to 0.06-5 meters are 
considered as flat-mountainous. In this study, the 
estimations were made in a flat-mountainous region.  

In Figure 3, it is seen that the points are randomly 
distributed. The reason why this distribution is preferred 
is to ensure that the models give unbiased and non-
memorizing predictions. Points that go out of the study 
area are not included in the modeling. Statistical 
information about the data is given in Table 1-3. The 
flowcart of the study is shown in Figure 4.

 

 
Figure 2. Study area. 
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Figure 3. Elevation points. 

 
Table 1. Statistical indicators of model data for 1x1 km area. 

Data Set  Training Testing 
Variable Latitude Longitude H Latitude Longitude H 

Number of Data 2100 2100 2100 1400 1400 1400 
Maximum Value (m) 27.25 41.373 37.888 27.25 41.373 37.505 
Minimum Value (m) 27.241 41.366 33 27.241 41.366 33 

Average (m) 27.245 41.369 35.27 27.245 41.369 35.269 
Standard Deviation 0.003 0.002 0.834 0.003 0.002 0.829 

Skewness Coefficient 0.022 0.16 -0.083 -0.011 0.075 -0.092 

 
 

Table 2. Statistical indicators of model data for 10x10 km area. 
Data Set  Training Testing 
Variable Latitude Longitude H Latitude Longitude H 

Number of Data 2100 2100 2100 1400 1400 1400 
Maximum Value (m) 27.296 41.416 109.000 27.296 41.413 97.504 
Minimum Value (m) 27.198 41.332 31.092 27.196 41.332 31.759 

Average (m) 27.245 41.365 52.114 27.246 41.366 52.698 
Standard Deviation 0.028 0.021 14.188 0.028 0.021 14.123 

Skewness Coefficient -0.005 0.265 0.722 -0.064 0.197 0.587 

 
Table 3. Statistical indicators of model data for 100x100 km area. 

Data Set  Training Testing 
Variable Latitude Longitude H Latitude Longitude H 

Number of Data 2100 2100 2100 1400 1400 1400 
Maximum Value 

(m) 
27.739 41.797 644.837 27.729 41.777 462.810 

Minimum Value (m) 26.743 40.995 16.022 26.748 41.001 17.000 
Average (m) 27.262 41.316 131.044 27.249 41.309 128.260 

Standard Deviation 0.273 0.210 69.874 0.277 0.207 66.079 
Skewness 
Coefficient 

-0.124 0.372 1.581 -0.066 0.410 1.304 
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Figure 4. Flow chart of the study. 

2.1. M5-Tree 
 
The M5 model tree algorithm is a new regression 

method developed by Quinlan in 1992 [23]. The M5 
model tree is better than other decision tree models used 
for categorical data. The model also gives successful 
predictions in numerical data [24].  

The M5 model fits the model in two steps. The data 
are divided into sets in the first stage and created a 
decision tree. The splitting of the decision tree is based 
on calculating the predicted reduction in this error as a 
result of evaluating each attribute at the node and 
utilizing the standard deviations of the class values that 
reach a node as measurements of the error at the nodes 
[25]. The formulation of the standard deviation 
reduction (SDR) is as follows. 

The formulation of the standard deviation reduction 
(SDR) is shown in Equation 1. 
 

( ) ( )
i

i

T
SDR sd T sd T

T
= −

 

(1) 

 
In Equation 1, Ti is the subset of examples that have 

the ith possible outcome of the set, SD is the standard 
deviation, and T is a set of examples that reach the node. 
 

2.2. Multivariate Adaptive Regression Splines 
(MARS) 
 

The MARS is a type of regression analysis developed 
by Friedman [26]. This method is one of the non-
parametric regression techniques, which is an extension 
of linear models. 

It explains the complex nonlinear relationship 
between the model, estimation method and dependent 
variables. The MARS algorithm consists of two steps, 
forward and backward. It selects a set of suitable input 
variables with the forward step algorithm [27]. With the 
backward step algorithm, it eliminates unnecessary 
variables in the pre-selected set. This method also 
increases the accuracy of the predictions. The function is 
drawn from variable X to the new variable Y by two base 
functions or both variable values defined at the deviation 
point across the input range in Equation 2-3 [28]. 
 

max(0, )Y X c= −  (2) 

  
max(0, )Y c X= −  (3) 

 
Here c represents the threshold (lower limit) value. 

MARS model is used especially in financial affairs 
management system, time series data in engineering and 
in many fields [5,29–33].  
 
2.3.  Least Square Support Vector Regression 

(LSSVR) 
 

LSSVR is an extended version of the support vector 
regression (SVR) model by Suykens and Vandewalle [34]. 
In this study, the optimal mapping function between 
inputs and outputs of LSSVR is used to estimate with 
statistically randomly distributed x and y values for z 
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values. It performs this operation with a nonlinear 
relationship function with a multidimensional feature 
space. The regression function can be formulated in 
Equation 4. 
 

1( ) ( )y x w x b= +  (4) 

 
Here y is the value obtained in x, w is the coefficient 

vector, φ is the mapping function, b is the bias term 
obtained by minimizing the upper bound of the 
generalization error [34]. 
 

3. Results  
 

In all areas, 3500 elevation points were used for the 
study; 60% of these points were used for testing, and 
40% were used for training. This amount remains 
constant across all places. The M5-tree, MARS, and LSSVR 

models were employed in the study. The models' outputs 
were assessed using three different comparison metrics. 
These included the Root Mean Square Error (RMSE), 
Mean Absolute Error (MAE), and Coefficient of 
Determination (R2) in Equation 5-7. In addition, three 
different input combinations were tried in the modeling: 
(i) X (1 input); (ii) Y (1 input); (iii) X, Y (2 inputs). Model 
performance is evaluated as more successful with the 
RMSE and MAE values approaching the minimum and the 
R² value approaching 1. 

The observed and predicted height in the above 
equations is denoted by Z. N stands for the amount of 
data. The training and testing results of the three models 
are given in Table 4. The flow chart of the study is given 
below. Figure 5 and Figure 6 shows the scatter plots of 
the most successful training and test results for each 
method. 

 
 

𝑅𝑀𝑆𝐸 =
1

𝑛
∑ √(𝑍predicted − 𝑍𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑)

2
 

𝑛

𝑖=1

 (5) 

  

𝑀𝐴𝐸 =
1

𝑛
∑|𝑍predicted − 𝑍𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑|

𝑛

𝑖=1

 (6) 

  

𝑅² =
∑ (Zi measured − Z i measured

̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ )2 . (Zi predicted − Zpredicted 
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ )n

i=1
2

∑ (Zi measured − Zi measured
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅)2n

i=1 . ∑ (Z i predicted − Zpredicted 
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ )

2n
i=1

 (7) 

 
 

Table 4. Results of the training and test phase. 

Model Region/Area Input 
Training Testing 

RMSE MAE R² RMSE MAE R² 

M5-Tree 

1x1 km 
X 0.702 0.548 0.292 0.854 0.689 0.043 
Y 0.572 0.422 0.530 0.745 0.576 0.237 

X and Y 0.187 0.116 0.950 0.312 0.199 0.861 

10x10 km 
X 12.434 9.564 0.232 15.006 11.915 0.008 
Y 7.574 5.243 0.715 9.430 6.765 0.566 

X and Y 2.400 1.502 0.971 4.198 2.770 0.913 

100x100 km 
X 58.617 41.965 0.296 69.241 51.917 0.041 
Y 43.657 29.724 0.610 54.212 39.644 0.368 

X and Y 16.415 10.672 0.945 25.032 18.244 0.857 

MARS 

1x1 km 
X 0.787 0.646 0.111 0.793 0.654 0.086 
Y 0.722 0.583 0.251 0.723 0.594 0.239 

X and Y 0.695 0.561 0.307 0.686 0.557 0.316 

10x10 km 
X 13.980 11.180 0.029 13.890 11.276 0.035 
Y 9.004 6.848 0.597 8.950 6.941 0.599 

X and Y 8.703 6.615 0.624 8.588 6.675 0.631 

100x100 km 
X 65.767 49.845 0.114 63.067 48.677 0.092 
Y 52.698 39.518 0.431 51.263 39.277 0.400 

X and Y 47.154 33.864 0.545 46.824 34.069 0.503 

LSSVR 

1x1 km 
X 0.807 0.664 0.065 0.802 0.664 0.065 
Y 0.747 0.604 0.198 0.739 0.606 0.206 

X and Y 0.560 0.440 0.552 0.568 0.452 0.533 

10x10 km 
X 14.036 11.256 0.022 13.842 11.254 0.049 
Y 9.093 6.947 0.589 9.019 7.023 0.592 

X and Y 5.013 3.622 0.875 5.174 3.748 0.866 

100x100 km 
X 66.069 50.381 0.106 63.238 48.993 0.087 
Y 53.081 39.725 0.423 51.678 39.675 0.392 

X and Y 27.196 20.750 0.849 27.954 21.387 0.822 
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Figure 5. Scatter plots of best models for training phase. 

 
In Table 4, the results of the most successful training 

phase were obtained in the data package using two 
inputs. The lowest error values and the highest R² value 
were obtained in the M5-tree method during the training 
phase, followed by LSSVR, and the more unsuccessful 
model was determined as MARS. Considering X and Y 
coordinate inputs, more successful results were 
observed in input sets using Y coordinate information. 
When the results are evaluated in terms of areas, the 
most successful results were observed in areas of 10x10 
km. According to the coefficient of determination, this 
situation is similar in all models. According to the RMSE 
criterion, the models that give the least error are the 
models in which points in 1x1 km areas are used. The 
reason for this is that the points are closer to each other 
than other areas. As a result, the training has been more 
successful. Depending on the area growth, the prediction 
performance decreases as the points move away from 
each other. 

When the results in the test phase were examined, the 
most successful results (considering the RMSE) were 
observed in the M5-tree method as in the training phase, 
in 1x1 km areas and in models using X and Y input data 
sets. Then, LSSVR and MARS methods made successful 
predictions. The highest coefficient of determination was 
observed in areas of 10x10 km, as in the training phase.  

4. Discussion 
 

As a result of the modeling, the most successful 
results were obtained in the 1x1 km area where the area 
is the least. In this model, both X and Y coordinates 
information are used. In addition, it has been observed 
that Y coordinates information gives more successful 
results in the study area than X coordinates information. 
In this study, modeling was done on fixed points (3500 
units) but increasing sizes. It is seen that the error value 
increases depending on the increasing areas. For this 
reason, for more successful results in larger areas, either 
by increasing the ratios of the training-test datasets or 
with new measurements, the points should be added.  

The effect of the number of data can be investigated 
by changing the training and testing rates. However, in 
any case, the increase in the number of training data sets 
means not that the model performance will always 
increase [35]. In addition, with point compaction, lower 
resolution raster data can be compressed with similar 
models and higher resolution (pixel size) models can be 
obtained. 

Models were run on a computer with 12th Gen 
Intel(R) Core (TM), i7-12700H, 2.30 GHz, 64 GB RAM and 
6 GB graphics card and the modeling times were 
compared, MARS and M5-tree yielded modeling results 
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quite recently (average of 5 sec). But the LSSVR model 
took a lot of time (average 1 hour). The kernels of LSSVR 
contain two modification parameters (γ, α). In order to 
obtain the optimum of these parameters, cycles were 
established for these parameters from 1 to 100 and it was 
observed that the most successful results (100,1) were 
generally observed in coefficient pairs. Therefore, the 

method took more time. As a result of the study, it has 
been determined that MARS and M5-Tree are more 
advantageous because they do not have any model 
parameters. Although the results of the LSSVR model are 
close to the M5-tree, faster and more successful results 
can be obtained with a hybrid optimization technique. 

 

   
   

   
   

   
Figure 6. Scatter plots of best models for testing phase. 

 
5. Conclusion  
 

In this study, the estimation of the elevation points in 
a flat-mountainous area where a fixed number of data is 
randomly distributed over three different sized areas 
was performed. Three different models were used in the 
study: M5-tree, MARS and LSSVR. The training and 
testing rates in the models are 60% and 40%, 
respectively, and the performance of three different 
input types in the models was investigated. These are 1-
only X coordinates, 2-only Y coordinates, and 3-both X 
and Y coordinates information are used. In the study, a 
total of 3500 points belonging to the fields were obtained 
from the Google earth pro database and the study areas 
are 1x1 km, 10x10 km and 100x100 km, respectively. 
When the results are examined; 

 

• The most successful results in models were obtained 
as a result of using 2-input data sets. 

• Models using Y location information are more 
successful than models using X location information. 
Therefore, it is important to minimize these 
coordinate errors. 

• Increasing the area did not increase the model 
performance. 

• Although the coefficient of determination is highest in 
areas of 10x10 km, the lowest errors were detected in 
areas of 1x1 km. 

• As a result of the study, the most successful method is 
M5-Tree, followed by LSSVR and MARS methods. 

 
The limits of this study are as follows, using the same 

number of data sets in areas of different sizes, making 
predictions and comparisons using three different 
heuristic regression techniques, using X and Y location 
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information as input data in the models, providing the 
data source in Google earth pro software with remote 
sensing techniques. 

In future studies, results for different fields will be 
investigated using different training and testing rates 
and different methods. In addition, the effect of the 
change in the topography of the study area on the 
performance will be investigated. 
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