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A Deep Learning Based Automatic Cerebral Aneurysm Detection in
Brain Computed Tomography Angiography Scan Images

Highlights

It is implemented by changing the parameters of the deep neural network.

In general, it reduces the number of iterations, it is requires low GPU or CPU.
Detects of brain aneurysms on computed tomography angiography.

It guides neurosurgeons and radiologists.

All comparable results are given numerically.

R/
0.0

X3

o

R/
0.0

X3

o

R/
0.0

Graphical Abstract

Bu ¢alismada BTA goriintiiler kullanilarak derin 6grenme modeli ile serebral anevrizma siniflandirmast yapilmigstir.
In this study, cerebral aneurysm classification was performed with deep learning model using CTA images
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Figure. Classification of cerebral aneurysm

Aim
Minimizing the interpretation errors in CTA images of radiologists
Design & Methodology

Aneurysm classification was made in CTA image analysis by applying deep learning model with Convolutional Neural
Network.

Originality

Using a new data set that is not available in the literature, the training has a high rate of validation with 99.54%
accuracy, 98% sensitivity, 100% specificity, and 100% precision, and testing is done with 100% accuracy.

Findings

For images of patients with aneurysm, 127 true positives, 1 false positive, and 89 true negatives and 0 false negative
for images of patients with non-aneurysm were evaluated.

Conclusion
Classification results were 99.2% for images with aneurysms and 100% for images with non-aneurysms.

Declaration of Ethical Standards
The authors of this article declare that the materials and methods used in this study do not require ethical committee
permission and/or legal-special permission.
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ABSTRACT

Cerebral aneurysms are an important disease that threatens human life. Rupture of these
cerebral arteries. Computed Tomography Angiography (CTA) is widely used in the clinical
Interpretation errors by radiologists in examining these Computed Tomographh(CT
importance, deep learning-based studies aim to help keep these errors to a mj

detect cerebral aneurysms in this study. For CTA image analysis, deep Iearnrirg
Neural Network (CNN). The validation accuracy of the training obtained as

and 1 false positive for patient images with aneurysm, 89 true negat
aneurysms. In this trained network, results were obtained with a hy
Regional dimension analysis was also performed for an imag@®with an 3

Beyin Bilgisayarh
Goriintiilerinde De

1. INTROD®CTION

Cerebral aneurysms are a focal expansion in the cerebral
artery that develops in the form of a bubble outward at
the site of the weakening of the vessel wall [1]. Cerebral
aneurysms can be found in different locations. These
locations are; Middle Cerebral Artery (MCA), Internal
Carotid Artery (ICA), Posterior Inferior Cerebral Artery
(PICA), Anterior Cerebral Artery (ACA), Anterior

*Sorumlu yazar (Corresponding Author)
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Qogrulama dogrulugu %99.54, duyarlilig1 %98, 6zgiilliigi %100, hassasligi %100 ile yliksek orana
, anevrizmali hasta goriintiileri i¢in 127 dogru pozitif, 1 yanlig negatif, anevrizmasiz hasta gorintileri

TA images were used to
s preferred through Convolutional
pr'gg has a high rate of validation
dataset, it yielded 127 true positives
ive for images of patients with non-
8% on 75 CTA images for external test.
fadetected in the test process.

[(=)

: Derin 6grenme, serebral anevrizma, BT A-tarama goruntisu.

Communicating Artery (ACOMA). These aneurysms are
a serious risk factor for patients’ health and constitute 3-
7% of the population [2-5]. In this context, early
diagnosis and treatment of cerebral aneurysms is an
important issue [6]. Accurate diagnosis of brain
aneurysms is a topic frequently addressed by researchers
[3,4]. In the studies reviewed by the researchers, a deep
learning model was used to detect automatic aneurysm in
DSA images. Using 75, 20, and 35 image data for the
training set, internal test set, and external test set,
respectively, the sensitivity was 94.4% for the internal



test and 82.9% for the external test [7]. Computed
Tomography (CT), which is one of the neurological
imaging methods for cerebral aneurysms, is widely used
in the diagnosis of aneurysms. Computed Tomography
Angiography (CTA) includes advanced CT software-
based images that show cerebral vessels in three
dimensions. The new image obtained in a short time can
be checked for surgical planning. This new image
contains images of the brain, skull bones or vascular
structure. CTA and Magnetic Resonance Angiography
(MRA) are recommended as the first approach in the
detection of non-ruptured aneurysms due to their less
invasive nature [8].

In the studies, deep learning, machine learning and
artificial intelligence-based methods are becoming
widespread for the diagnosis and detection of diseases in
the field of health. Semi-automatic artificial intelligence-
based programs are used to detect non-ruptured brain
aneurysms [9]. In later studies, it was aimed to
distinguish ruptured aneurysms from non-ruptured
aneurysms with the machine learning model [10].
Potentials and limitations have been applied in deep
learning-based studies conducted from past to present for
brain computed tomography [11]. Convolutional Neural
Network (CNN) based architecture was applied to detect
intracranial ~ aneurysms in  Digital  Subtracti

Angiography (DSA) images, achieving 93.5% accu@c
[12]. Posterior communicating artery aneurysms wefe
detected in 2D DSA images with 91% accuracy by deé

was administered to detect aneurysmN
Cerebral Artery (MCA) to achiey,

model was used for auto
and the sensitivity was o [16]. 3D-
ce Angiography
(TOF-MRA) imag8

[17].

Manual eurysm in CTA images
requir that give faster and more
acc th regard to time and interpretation

ntributed to the increase in the number
telligence and deep learning-based
approachesXo automatically detect cerebral aneurysms
[9,11].

Motivation of Study;

In the studies conducted in the literature, ready-made
datasets were mostly used [17-20]. Deep learning studies
using these ready datasets give a high accuracy rate.
However, accuracy rates decrease when real datasets are
preferred. A deep learning algorithm has been proposed

by researchers using TOF-MRA ready dataset for
aneurysm detection [17]. In addition, aneurysm detection
was performed by evaluating DSA images in the ready
dataset obtained from the Cerebral Aneurysm Detection
and Analysis (CADA) competition [18]. Other studies
have similar content [20-23].

The motivation of the study, a new dataset that is not
available in the literature was used. For this, images of
dataset were randomly determined into 217 images in the
internal test set, 508 images in the training set and 75
images were used for the external test

the most important feature of the
of CTAs and has hlgh i
vessel structure.
disadvantage for the CN
proposed model, pre-#@i
feature extraction.

In this stu
study usiqQg
brain anegfysms.

perform a deep learning
automatic detection of

pedin this way was carried out in
dataset consisting of images of

non-aneurysms and diseased
neurysms in different locations and sizes
s dataset was obtained from CTA images
n the second stage, a deep learning model
eloped to detect the aneurysm on the images. For
pAirpose, classification process was performed on
A'images. In the third stage, the performance analysis
of the system was made and the accuracy, specificity,
sensitivity and precision parameter values were
examined. In the last stage, regional dimension analysis
was performed for an image with aneurysm diagnosed on
test images.

2. MATERIAL and METHOD

Brain CTA images are acquired in different image
planes. These image planes are classified as axial, sagittal
and coronal sections. In this study, brain CTA coronal
images were used as the input image preference on CNN.
Coronal images have been preferred as they contain more
sensitive images. AlexNet was preferred among deep
learning-based CNN architectures to detect patients with
cerebral aneurysm. The reason for this preference is that
AlexNet architecture gives more accurate results [20].
Coronal images obtained for use in AlexNet architecture
were resized by preprocessing. The first layers of the
AlexNet architecture evaluate and create labels for each
of the categories such as color and line in brain CTA
images. Transfer learning is used in the pre-trained
network because it is difficult in terms of time and
operation to train the network with random weights to
learn a new task. The architecture of the methodology
used for image classification of aneurysms and non-
aneurysms is shown in Figure 1.



AlexNet is defined as a pre-trained CNN. The layers and
weight values of the network are given in Table 1.
AlexNet architecture is 8 layers deep, evaluating images
in 1000 different categories. This architecture includes 5
convolutional layers and 3 fully connected layers. The
first layer is the input layer and the image data is “227 x
227 x 3”. Here, “227 x 227" represents the resolution and
3 represents the number of color channels. In the
presented study, the last three layers of AlexNet were  was solvege
changed and fine-tuned. The deep learning model

Figure 1. Architecture of the proposed method
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Table 1. Laye‘Md weig

Cross Validation

learning. Transfer learni
there are not enough exarmples

Transfer learni
and applygl

Code Layer Name Weights
‘data’ Image Input -
11x11x3x96
‘convl’ Convolution Stride [4 4]
Padding [0 0 0 O]
‘relul’ ReLU Acjinati 5x55x96 -
‘norm1’ 55x55x96 -
‘pooll’ Pooling 27x27x96 i;rc;(cjj?n[gz[g]o 0 0]
5x5x48x128
d Convolution 27x27x256 Stride [1 1]
Padding [2 2 2 2]
ReLU Activation 27x27x256 -
Normalization 2127x256 -
. Stride [2 2]
‘pool2’ Max Pooling 13x13x256 Padding [0 0 0 0]
3x3x256x384
‘conv3’ Convolution 13x13x384 Stride [1 1]
Padding [1 1 1 1]
‘relu3’ ReL U Activation 13x13x384 -

time. This only
GPU or CPU.



Table 2(contunie). Layers and weights of AlexNet

‘conv4’ Grouped Convolution
‘relud’ ReLU Activation
‘conv5’ Grouped Convolution
‘relus’ ReL U Activation
‘pool5’ Max Pooling

‘fc6’ Fully Connected
‘relu6’ ReLU Activation
‘drop6’ Dropout

“fc7’ Fully Connected
‘relu?7’ ReLU Activation
‘drop7’ Dropout

‘fc8’ Fully Connected
‘prob’ Softmax

‘output’ Classification Output

3x3x192x192
13x13x384 Stride [1 1]
Padding [1 1 1 1]
13x13x384 -
3x3x192x128
13x13x256 Stride [1 1]
Padding [1 1 1 1]
13x13x256 -
Strid
Ox6x250 Padd;sg[o 0N 0]
1x1x4096
6X6x256
6X6x256 .O
1x1x4096 Ily Connected Layer
6X6x256

6x6x256 0% Dropout
1x1 G 1000 Fully Connected Layer
1x1x108 Softmax

Crossentropyex with ‘Tench’
and 999 Other Classes

for feature extraction
layer, the features
principle for the

x, x>0

flx) = {O, 2o @

The purpose of using this layer is to prevent the model
from learning negative values. In this layer, all negative
values are set to 0.

Pooling layer increases learning speed by reducing
dimensionality. There are two types as maximum and

P | minimum pooling. These are the maximum pooling and

i [ average pooling methods. Maximum pooling takes the

; < | s e largest value in the filter footprint and average pooling
’ 4 | 5 | &6 * = " reduces size by averaging the values. In the study,
, . v 1 | 1 24 | 27 maximum pooling was used to decompose important
‘ 7|8 |9 features, as there was closeness between pixel values. In
the pooling layer, the number of stride was taken as 2

FigureXVorking principle of the convolution layer pixels and the application was carried out [24]. The

ReLU activation layer is a nonlinear function, which

can be expressed as

working principle for the pooling layer with matrix
dimensions of 2x2 is given in Figure 3.
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Convolution and pooling layer can be added ing principle of this layer is

consecutively. After the pooling layer, the image, which
is turned into a matrix, is converted into a vector by
flattening. Figure 4 presented the matrix flattening.
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atrix flattening

er; the flattened input image can be
ral networks and starts the learning
used for classification. It involves each
neuron in the upper layer being connected to the next

layer ne [25].
giverm Fi 5.
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Figure 5. Working principle of fully connected layer

Softmax layer are vectors whose inputs can be positive,
negative, or zero. It is the layer that converts a
parameterless vector to a probability mass function.
Activation function in this layer is defines as

x; = exp*i/¥ ; expi (2
Softmax layer output is limited to (0,1) range and used as
input to cross entropy loss. In the proposed model, the
dataset has been cross-validated 5 times. The last layer is
the decision stage of the classification process. Output
information as aneurysm or non-aneurysm is obtained by
evaluating the input image features. The architecture of
the layers for the network used is given in Figure 6.
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Figure 6. Layers of the network

3. EXPERIMENTAL FINDINGS

The image data was preprocessed and ready to be applied
to the input of the network, and prediction was made on
the trained network. Transfer learning is preferred to
perform a deep learning model when there are not enough
input images. Network training requires a high-
performance GPU or CPU, while transfer learning takes
place with ordinary CPU. CTA image data is processed
in MATLAB program with 12-GB RAM and Intel C

i5 processor CPU. Image data was randomly selecte@®a
70% for use in training and 30% for use in validatio
Learnmg rate le-3, valldatlon frequency 30, ma mu

optimization in training. Training time is 4
seconds. At the end of the training, thed
taken as two-class output images, ane
aneurysm.

Iti is |mportant to determme th

3.1. Dataset

In this stug

with cogona S

ima ed in the neurosurgery outpatient
cli sity Research Hospital in Tiirkiye
betwe 011 and May 2021. The images that
make up ataset consist of aneurysm and non-
aneurysm QT A images, agreed with the neurosurgeon

and radiologist. Ethics committee approval was obtained
from the hospital and the identity information written on
the image was hidden for this study. Images in the dataset
have “.dem” file extensions and different sizes. All
images were resized to “512 x 512”. Average voxel
spacing for imaging data is 0.625 mm. The size of the
presented aneurysms is in the range of 2-25 mm
according to the radiology report results, which is a
disadvantage for aneurysm detection. In this dataset, 51
aneurysm patients and 30 non-aneurysm patients consist

SOFTMAX

00000p

| OQOOOQG

Fully Connected Layer
Dropout

of a total of 81 patien
in aneurysm images. Dat
images included j otal of 725 images

the data set used in the

Figure 7. CTA images (a) Aneurysm (b) Non-aneurysm

CTA images were randomly selected as 508 and 217
images in the training and internal test set, respectively,
and included in the study. In addition, 75 CTA images
were used for external test. Automatic detection of
aneurysms was performed on this external test dataset
and the resulting accuracy was 86.6%.

3.2. Performance Analysis

Accuracy (Acc), sensitivity (Sen), specificity (See), and
precision (Prc) parameters are used as criteria to evaluate



the performance of the system. Equation models for these
parameters are defined as

Acc =tp+tn/tp+tn+fp+fn (3)
Seny =tp/tp + fn 4
Spg =tn/tn+ fp ®)
Ppc =tp/tp + fp (6)

where, true positive (tp), true negative (tn), false positive
(fp), false negative (fn) are the coefficients of the
confusion matrix given in the next section. Sensitivity of

Table 3. Regional analysis values in aneurysm image

94.4% and false positive rate of 0.86 (fp/case) were
obtained for 130 cases in automatic detection of
intracranial aneurysms [7].

3.3. Regional Analysis

In this section, filtering techniques are applied on the
CTA image of brain with aneurysm. For each determined
region, parameters such as area, diameter, major and
minor axis length were evaluated. Analysis results for
different regions in the image are given in Table 2.

Area Major Minor axis Epcentri Orientation Euler
length length city number
9 4.0537 3.0245 0.6658 69.6994 1
43 19.6929 3.1790 0.9869 72.2377 36.9840
20107 544.5650 436.2645 0.5985 -89.8562 .‘ 32 1.1833e+03
6 4.5135 2.0180 0.8945 77.0668 2,7640 6.9220
7 4.3128 2.2280 0.8562 81.6504 2.9854 6.9220
12 7.4240 2.4029 0.9462 3.9088 12.7360
2 2.3094 1.1547 1.5958 1.9600
29 7.7879 4.9812 1 6.0765 17.7150
9 4.4645 2.9007 1 3.3851 8.3280
5 3.3066 2.1292 1 2.5231 4.9620
5 4.1633 1.8037 1 2.5231 5.8140
3 3.4641 1.1547 1 1.9544 3.9200
7 3.2367 3.0 0.3531 0 1 2.9854 6.3680
8 3.6515 21 .5809 45 1 3.1915 6.8310
9 4.8483 2.7 0.8225 76.7175 1 3.3851 8.7910
17 5.3090 29 0.6110 15.1716 1 4.6524 11.4210
11 3.984 3.84 0.2581 45.0000 1 3.7424 9.2710
38 0.7303 -45 1 1.9544 3.0930
2.1292 0.7651 71.5651 1 2.5231 4.9620
1.9267 0.9306 -75.3211 1 2.9854 8.3280
5.4442 0.9105 -2.2867 1 7.8987 28.9210
1.1547 0.8660 90 1 1.5958 1.9600
1.1547 0 0 1 1.1284 0
2 2.3094 1.1547 0.8660 90 1 1.5958 1.9600
38 11.0127 49151 0.8949 78.2896 1 6.9558 22.5610
690 32.2242 27.4340 0.5246 78.3438 1 29.6401 92.2540
53 13.3289 5.3000 0.9175 82.3240 1 8.2147 27.7710
4 2.3094 2.3094 0 0 1 2.2568 3.5560
46 10.8099 5.7052 0.8494 84.5456 1 7.6530 23.9670
11 4.1633 3.6560 0.4784 -18.4349 1 3.7424 8.9070



Table 4(contunie). Regional analysis values in aneurysm image

105 21.3362 6.3852 0.9542 2.4953 1 11.5624 42.7150

139 48.5130 10.5007 0.9763 -84.9655 1 13.3034 103.5260

2 2.3094 1.1547 0.8660 0 1 1.5958 1.9600

1 1.1547 1.1547 0 0 1 1.1284 0

2 2.3094 1.1547 0.8660 90 1 1.5958

17 5.0906 4.4896 0.4714 -11.3099 1 4.6524

13 4.4704 3.8564 0.5058 45 1 4.0684

40 12.0072 4.4366 0.9292 -21.8474 1 7.1365

5 3.5298 2.3594 0.7438 -55.9007 1

113 18.1906 10.1581 0.8296 -86.4420 1

25 8.5545 3.9892 0.8846 -42.7437 1 17.5250

5 3.3066 2.1292 0.7651 18.4349 1 4.9620

54 20.9619 3.7493 0.9839 69.6880 ° 39.2420

2 2.3094 1.1547 0.8660 90 1,5958 1.9600

9 4.0537 3.0245 0.6658 -20.3006 3.3851 7.6830

66 241704 3.7552 0.9879 9.1670 43.7490

6 45135 2.0180 0.894 2.7640 6.9220
Accordingly, values for the region of aneurysm a ering methods. Secondly, regional analysis of the
shown in bold. In the study, the perimeter was gé 3 m image was performed. Finally, a binary
as 92.2540 units and the area as 690.0000 unfts fo_r presentation was performed for the aneurysm region.

Staggered representation of the aneurysm area is given in
Figure 8.

aneurysm. Firstly, the image was pre
noise-free image is improved b i

samssTamssamEa s

LI L LI L L LLELL]

Figure 8. Binary representation for the aneurysm region

4. RESULTS highest classification accuracy for AlexNet are given in
AlexNet completed the training in 286 seconds with 48 Figure 9. Where, the blue curve represents the training
iterations to classify aneurysm and non-aneurysm ~ &ccuracy and the red curve represents the training loss.
images. The highest classification accuracy for AlexNet

was achieved at 99.54%. The training graphs that find the
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Figure 9. Training graphics

Training was carried out with different approaches and
number of iterations on each epoch. The confusion
matrix obtained for AlexNet is given in Figure 10. Using
values from the confusion matrix, accuracy, sensitivity,
specificity and precision are calculated. False negativgg
are shown in red and true positives in green. Performdiic
analysis was performed with 127 true positives (tp) a
1 false positive (fp) in aneurysm images, and 89 tr

accuracy, 100% sensitivity, 98.89% specifiGi
100% precision were calculated.

Confusion Matrix

£
§ 127 1 59.35
9] 58.5% 0.5% 0.8%
c
©
L] ]
0.0% 41.0%

Output Class

aneurysm non-aneurysm

Target Class

Figure 10. Confusion matrix

Aneurysm disease creates the risk of cerebral
hemorrhage, so it must be detected very quickly and
accurately. In this article, deep learning study was
conducted with pre-trained AlexNet to classify CTA
images for screening of cerebral aneurysms. In the

30 35 40 45 50

of patients with aneurysms. It is
ine different CTA images to detect

CLUSION

CTA images consist of images of patients with cerebral
aneurysm and non-aneurysm. Deep learning applications
are widely used with developing technology to diagnose
aneurysm in CTA images. In this study, aneurysm
scanning was performed using AlexNet with our dataset
consisting of brain CTA images. The layers of the pre-
trained network were changed and the training accuracy
of the network succeeded to achieve the highest known
accuracy with 99.54%. In the internal test procedure, the
classification results were 100% in non-aneurysm images
and 99.2% in aneurysm images. In the external test
process, better results were obtained than the literature
with a high accuracy of 86.6%. It is predicted that if this
network structure becomes an element of choice for
screening different diseases, it will provide support in
rapid diagnosis. In future studies, it is aimed to determine
the risk of rupture based on hemodynamic factors for
these aneurysms in different locations..

6. DISCUSSION

Deep learning models provide successful results on large
data sets. Although a small number of data was used in
this study, the number of images was increased with the
image selections obtained from the video format of CTA
images, thus increasing the accuracy in learning. In
addition, it is normal for the results obtained in the study
to be used in practical applications. Increasing studies on



detecting aneurysms and increasing accuracy with image
processing methods will make a significant contribution
to the literature. Additionally, this will provide
significant guidance to neurosurgeons and radiologists.
In addition to this, parameters related to rupture
conditions in aneurysms will be added in the future and
can be used to decide on surgical intervention. The fact
that neurosurgeons and radiologists guide the detection
and treatment of aneurysm disease emphasizes the
importance of the study.
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