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Abstract

This paper is about a Cauchy problem for a parabolic type linear operator. The main system describes the spread and development of a tumor
in an organism. From the classical optimal control theory, we show some results of variation calculations. And an optimality system for
the considered control problem is established.It is known that the classical techniques of optimal control theory are ineffective for certain
evolutionary parabolic systems type with missing data.
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1. Introduction and statement of the problem

Concerning Biosciences, Optimal Control Theory has been applied to the design of optimal therapies, optimal harvest policies and optimal
investments in renewable-resources. However, it has not been applied when it comes to elucidating the origins of the observed biological
behaviours.
In this work, we propose the use of the Optimal Control Theory to provide a thorouh explanation of the biological phenomenon of the
relationships between bio-entities, as well as of the origin of these relationships. The end goal of designing an optimal theory or an optimal
harvest or optimal investment is to achieve an objective extreme to the biological entities, that is, to mitigate the downsides of drugs. All this
subject to the biological laws describing the existing cross effects see Greenspan [1, 2].
The suitable mathematical approach to study this problem is the Optimal Control Theory. Indeed, in modern biomathematics there is a large
body of work developed to study optimal drug therapies and optimal harvest policies.
However, in addition to such well known applications, Optimal Control Theory also constitutes the most appropriate approach to study
biological phenomena understood as the result of the behaviour of semi-autonomous bio-entities see Kimmel [3]. The interpretation of
biological phenomena as an offshoot of a set of optimal control problems has yet to be established by current biomathematics see Ledzewicz
[4]. In this respect, taking economic oligopolistic models as stepping-stone the purpose of this paper is to show how this application of
Optimal Control Theory is a promising approach to the analysis of biomedical questions, specially to tumor see Ngom [5, 6], Friedman [7, 8]
and Chaplain [9], and references there is for more details.
The optimal control problem of tumor governed by the p−Laplacian with homogeneous Dirichlet boundary conditions on an arbitrary
domain of the state equation describe the evolution of tumor. We assume that the unknown initial condition belongs to an appropriate space
of infinite dimension. We tapped into the no-regret and low-regret control developed by J.L. Lions [10] to characterize the optimal control.
We start with the evolution system modeling the evolution of a tumor in an animal organism. Then, we derive the associated optimality
system and the functional to be optimized.In the third part, by the low- regrets control technique, the existence of the optimality system
solution has been established and approximation provided. Finally, two examples have been provided to support and apply the theoretical
results of the work.
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2. Tumor evolution and optimal control

Let V be a real Hilbert space, V ′ its dual and A a parabolic operator modeling a distributed system, Uad the Hilbert space of control,
B ∈L (Uad ,V

′) , QT =]0,T [×Ω and ΓT =]0,T [×∂Ω ( Ω the spatial domain and t the temporal parameter).

2.1. Typical model of tumor growth

Let us consider the following problems: 
ϕt −ϕxx +ϕ = −ϕ in QT ,

ϕ = 0 on ΓT ,
ϕ(0,x) = ϕ0 in Ω,

(2.1)

where ϕ ∈ L2(Ω(t)) is the nutrient concentration of cells proliferating (for more details see [5]) and (ϕ is the defect in nutrient concentration
of proliferating cells). We assume like in [7] that in the tumor region Ω(t) there are tree types of cells : proliferating cells with density p,
quiescent cells with density q and necrotic cells with density r.
Nutrient with concentration ϕ is diffusing in Ω(t) and affects the transition of cells one type to another :
p→ q at rate kQ(ϕ), q→ p at rate kp(ϕ),
p→ r and q→ r at rates kA(ϕ) and kD(ϕ) respectively and p→ p at proliferate rate kB(ϕ). Necrotic cells are removed from the tumor at
constant rate kR. By conservation of mass,

pt +div(pv) = [kB(ϕ)− kQ(ϕ)− kA(ϕ)]p+ kpq in QT ,

qt +div(qv) = kQ(ϕ)p− [kp(ϕ)+ kD(ϕ)]q in QT ,

rt +div(rv) = kA(ϕ)p+ kD(ϕ)q− kRr in QT ,

p+q+ r = 1 ,

(2.2)

where v is the velocity of the cells, caused by motions due to the proliferation and removal of cells.
Making the sum of the three first equations of (2.2) and using the fourth equation of (2.2), we obtain :

div(v) = kB(ϕ)p− kRr , (2.3)

and for more considerations (see [5] or [7]) we take v =−∇P et kB(ϕ) = µ(ϕ− ϕ̃); where P is the pressure which appears due to cell
movements.
Then with these notations, equation (2.3) becomes

−∆P = µ(ϕ− ϕ̃)p− kRr. (2.4)

2.2. Tumor growth and associated optimality system

In this part, we make an internal control. To avoid confusion in the notations of problem (2.1) and to come back on classical problem, we set
−ϕ = f and we try to achieve the controllability of the following system:

ϕt −ϕxx +ϕ = f in QT ,
ϕ = 0 on ΓT ,

ϕ(0,x) = ϕ0 in Ω

(2.5)

and let ϕ1, ...,ϕp ∈ L2(QT ), u = (u1, ...,un) ∈ Rp and ϕ(t,u) solution of the control problem
ϕt −ϕxx +ϕ = f +∑

p
i=1 uiϕi(t) in QT

ϕ = 0 on ΓT
ϕ(0,x) = ϕ0 in Ω.

(2.6)

Let ϕd ∈ L2(Ω) the desired state and the function

J(u) =
1
2

∫
Ω

(ϕu(T,x)−ϕd(x))
2dx+

α

2
‖u‖2

Rp whereα > 0 . (2.7)

Remark 2.1. We can make the control at every moment of [0,T ] and take ϕu(t,x) ( by feedback control) and ϕ1(t,x), but here we make the
control by interesting to the final state (at the moment T ) that’s why we take ϕu(T,x) and ϕ1(x)

Assume the above hypotheses are verified, we have the following fundamental lemma of Seck-Ngom:

Lemma 2.2. (Seck-Ngom) Let Uad the set of admissible controls contained in Ω. There exists an optimal control u such that

J(u) = min
u∈Uad

J(u)

where
J(u) =

1
2

∫
Ω

(ϕu(T,x)−ϕ1(x))2dx+
α

2
‖u‖2

Rp where α > 0
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and an optimality system 

ϕt −ϕxx +ϕ = f +∑
p
i=1 uiϕi(t) in QT ,

ϕ = 0 on ΓT ,
ϕ(0,x) = ϕ0 in Ω,

−pt − pxx + p = 0 in QT ,
γ p = 0 on ΓT ,

p(T ) = ϕ(T,u)−ϕ1 in Ω,

ui = − 1
α

∫ T
0
∫

Ω
p(t,x)ϕi(t,x)dxdt.

(2.8)

Proof. See Seck et al [?] or Ngom [5] .

Indeed, once the optimality system has been obtained, the function achieving the optimum is introduced into a new internal and strategic
control system.
Next, we deploy the notion of controllability with or without low regret, first introduced by Lions [10].

3. Low-regret and no-regret control of tumor’s growth

3.1. Notion of strategic function

Definition 3.1. A function µ : ωi −→ R̄ square integrable is said strategic for the following dynamical system if it verify,
for all ϕ0 ∈ L2(ωi) and ωi ⊂Ω, i ∈ I,card(I)< ∞, the solution ϕ of the following system

ϕt(t,x)−ϕxx(t,x)+ϕ = f (t,x)+B.u(t,x)+β (t)µ(x) in QT ,
ϕ = 0 on ΓT ,

ϕ(0,x) = ϕ0(x) in Ω.
(3.1)

And,

∀ t > 0,
∫

ωi

µ(x)ϕ(t,x)dx = 0 then ϕ0 = 0. (3.2)

where ∀i, ωi ⊂Ω and ∪i∈Iωi = Ω, f ∈ L2([0,T ];L2(Ω)) and β a time parameter.
Let also µ ∈ G (strategic domain) such that G a closed vector subspace of F (the space of uncertainties) and u := ū which comes from the
last line of the optimality system (2.8).

Remark 3.2. The system (3.1) comes from the system (2.8) to which is added a term called zone strategic operator see Seck [11] and Jai
[12].

Let Ω be an open bounded set in Rn(n = 2,3) with smooth boundary ∂Ω.
We introduce the cost function

J(u) :=
1
2

∫
Ω

ρ(x)(ϕ(t,u(x))−ϕd(x))
2 dx+

α

2
||S(u−u0)||2L2(Ω), (3.3)

where α > 0,ρ ≥ 0,ρ ∈ L2(Ω), S a given linear operator and where ϕd is the optimal state we wish to get close to, taking into account the
cost of the control expressed by the term

α

2
||S(u−u0)||2L2(Ω) =

α

2 ∑
i∈I

∫
ω〉

S(u−u0)
2dx. (3.4)

Let V be a Hilbert space on R with dual V
′

and A an elliptical differential operator modelling the distributed system (1).
Consider Uad : the Hilbert space of control and B ∈L (U ;V

′
), F a Hilbert space will be the space of uncertainties, β ∈L (F ;V

′
) and

finally G a closed Hilbert subspace of F .
The first equation of system (3.1) can be formally rewritten in the following standard form

A ϕ̇ = f +Bu+β µ. (3.5)

Lemma 3.3. (Lions [10]) For f ∈ V
′
, we call the equation of state relating to the control u ∈Uad and the strategic uncertainties function

µ ∈ G . If A is an isomorphism of V on V
′
, the equation (3.5) admits a unique solution noted ϕ(u,µ)

For each fixed µ , we thus have a possible state attached (3.5) a cost given by

J(u,µ) = ||Cϕµ(t,u)−ϕd ||2H +N||u||2Uad (3.6)

where C ∈L (V ,H ), H a Hilbert space, ϕd ∈H fixed, N > 0 and || . . . ||X designates the norm in Hilbert space X .

Remark 3.4. 1. If G = {0} then we have a standard problem of optimal control. So, the optimal control problem is:

inf
u∈Uad

J(u,0) (3.7)

2. if G 6= {0}, the optimal control problem (3.7) has no sense.
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Definition 3.5. One calls control with no-regret relating to u0, the element u realizing:

inf
u∈Uad

sup
µ∈G
{J(u,µ)− J(u0,µ)} . (3.8)

Remark 3.6. i. If u0 = 0, then we find the definition of control without regret of Lions [10].
ii. For fixed u0 ∈Uad and ∀u ∈Uad , we have

J(u,µ)− J(u0,µ) = J(u,0)− J(u0,0)+2〈S(u−u0),µ〉G ′ ,G ∀µ ∈ G (3.9)

there exist a regular function ζ defined on Uad such that

A ∗ζ (u) =C∗C (y(u,0)− y(0,0)) (3.10)

So S(u) = β ∗ζ (u); In other words 〈S(u),µ〉= 〈ζ (u),β µ〉, ∀µ ∈ G

Remark 3.7. Obviously the problem (3.8) is only defined for the controls u ∈Uad such that

sup
µ∈G
{J(u,µ)− J(u0,µ)}<+∞. (3.11)

For (3.9), the controllability is achieved if and only if u ∈K +u0 where the set K is defined by

K = {w ∈Uad ,〈S(w),µ〉= 0,∀µ ∈ G } . (3.12)

3.2. Low-regrets disturbances and approximate optimality systems

Here, we are interested in the existence and the characterization of the control without regrets relating to u0.
For that, one introduces by relaxation a series of approximate problems. It is the method of disturbance with low-regrets of Lions [10] see
also Nakoulima [13].
Indeed, we relax the problem (3.8) by introducing for γ > 0 fixed,

in fu∈Uad supµ∈G
{

J(u,µ)− J(u0,µ)− γ||u||2G
}
. (3.13)

Using the relation (3.9), the problem (3.13) is rewritten

inf
u∈Uad

{
J(u,0)− J(u0,0)+ sup

µ∈G

(
〈2S(u−u0),µ〉− γ||u||2G

)}
. (3.14)

Remark 3.8. The perturbation in (3.13) makes it possible to better explain the term

sup
µ∈G

(
〈2S(u−u0),µ〉− γ||u||2G

)
. (3.15)

By simple calculations, we find that:

sup
µ∈G

(
〈2S(u−u0),µ〉− γ||u||2G

)
=

1
γ
||S(u−u0)||2G ′ (3.16)

By identifying G and its dual G
′
, the problem (3.13) become

inf
u∈Uad

Jγ (u) (3.17)

where

Jγ (u) = J(u,0)− J(u0,0)+
1
γ
||S(u−u0)||2G ′ . (3.18)

Proposition 3.9. (Swan [14] ) The problem (3.17) admits an unique solution u, called low-regret control.

The main result of low-regret control is the following:

Theorem 3.10 (LRC). The solution uγ of problem (3.17) converges weakly in the set of admissible controls towards the optimal control
without regret relating to u0.

Proof. Under the above assumptions, let u the solution of (3.17); so we have

J(uγ ,0)− J(u0,0)+
1
γ
||S(uγ −u0)||2G ′ ≤ J(v,0)− J(u0,0)+

1
γ
||S(v−u0)||2G ′ ∀v ∈Uad (3.19)

In particular for v = u0, we have:

J(uγ ,0)− J(u0,0)+
1
γ
||S(uγ −u0)||2G ′ ≤ 0. (3.20)
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And the predefined structure in (3.14), gives us

||ρ(x)(ϕ(t,x),u(x),µ)−ϕd(t,x)||2H +N||uγ ||2Uad
+

1
γ
||S(uγ −u0)||2G ′ ≤ J(u0,0). (3.21)

We can deduce that the sequence (uγ )γ>0 is bounded in Uad : therefore we can extract a subsequence denoted (uγ )γ>0 which weakly
converges to an element u of Uad solution of the equation (3.17).
On the other hand,

∀v ∈Uad ,J(u,µ)− J(u0,µ)− γ||µ||2 ≤ J(v,µ)− J(u0,µ)∀µ ∈ G , (3.22)

µ is strategic function in G , therefore µ 6= 0 as long as u0 6= 0.
From

J(uγ ,µ)− J(u0,µ)− γ||µ||2 ≤ supµ∈G (J(v,µ)− J(u0,µ)) , ∀v ∈ G . (3.23)

And by going to the limit at γ , we get:

J(u,µ)− J(u0,µ)≤ supµ∈G (J(v,µ)− J(u0,µ)) , ∀v ∈ G (3.24)

From Definition 3.1 relating to strategic area functions and relation (3.24), we deduce that u is a control without regret relating to u0. �

Example 3.11. Neumann type boundary uncertainty and boundary cost Let ω be a subdomain of a non-empty open set Ω of Rn,with
regular boundary ∂ω ⊂ ∂Ω. Consider the following distributed system{

ψt −ψtt = ( f + v)χω in Ω,
∂ψ

∂n = g on ∂Ω,
(3.25)

where v ∈ Uad = L2(ω), g ∈ G ⊂F = L2(∂Ω). G a closed vector subspace of F endowed with the scalar product induced by F . If
f ∈ L2(ω), there exist ψ(v,g) ∈ H

3
2 (ω) solution of (3.25).

We associate to the state ψ(v;g) the following cost function:

J(v,g) = |ψ(v,g)− yd |2L2(∂Ω)+N||v||2L2(ω). (3.26)

For u0 fixed in U , there exists a unique no-regrets control u relative to u0 solution of the system (3.25) and (3.27).The problem consists in
explaining the optimality system characterizing it. To put it simply, we take u0 = 0.
Therefore the low-regrets disturbance associated with (3.25),(3.27) is defined by

Jγ (v) = J(v,0)− J(0,0)+
1
γ
||S(v)||G , (3.27)

where S(v) = ζ (v) is the solution of:{AS(v) = 0 in ω, ∂S
∂νA = ψ(v,0)−ψ(0,0) on ∂Ω}, with the operator A =−∆+ I.

The infv∈U Jγ (v) problem admits a unique solution uγ .

Example 3.12. Neumann-type partitioned boundary uncertainty and boundary cost
Let ω be a subdomain of a non-empty open set Ω of Rn,with regular boundary ∂ω ⊂ ∂Ω = ∂ω1 ∪ ∂ω2 where ∂ω1 and ∂ω2 being two
regular boundaries and empty intersection.
Consider the following distributed system 

ψ−∆ψ = 0 in ω,
∂ψ

∂n = v on ∂ω1,
∂ψ

∂n = g on ∂ω2

(3.28)

where v ∈Uad = L2(ω1), g ∈ G ⊂F = L2(∂ω2). G a closed vector subspace of F endowed with the scalar product induced by F . If
f ∈ L2(ω), there exist ψ(v,g) ∈ H

3
2 (ω) solution of (3.28).

We associate to the state ψ(v,g) the cost function:

J(v,g) = |ψ(v,g)− yd |2L2(∂Ω)+N1||v||2L2(ω1)
(3.29)

where yd the desired state of system.
For u0 fixed in Uad , there exists a unique no-regrets control u relative to u0 solution of the system (3.28) and (3.29).The problem consists in
explaining the optimality system characterizing it. To put it simply again, we take u0 = 0.
Therefore the least regrets disturbance associated with (3.28),(3.29) is defined by

Jγ (v) = J(v,0)− J(0,0)+
1
γ
||S(v)||2L2(∂ω1)

, (3.30)

where S(v) = ζ (v) is the solution of: {AS(v) = 0 in ω1,
∂S

∂νA
= ψ(v,0)−ψ(0,0) on ∂ω2}, with the operator A =−∆+ I.

The infv∈U Jγ (v) problem admits a unique solution uγ .

Remark 3.13. The least regrets perturbation method allows, as we have just seen, to transform systematically a problem with uncertainty
into a standard control problem.
This point of view will be reinforced in where we deal with the case of evolution and in where we will find other developments and other
examples.

Remark 3.14. The method, LRC resulting from the optimality system, presented in the paper is a bit special because of the parabolic
character of the operator associated with the system see [21]. It can be generalized without great difficulty; and, it covers a large class of
systems, therefore, we could generalize the situation with more control systems (regional, punctual, ...) and of different natures with missing
data (source term, boundary conditions, etc.)
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Conclusion and Perspectives of this work

In this work, we are interested in an internal optimal control that resolves the concentration rate of a substance emitted or injected at the
target domain (internal control) or a surface treatment for example the application of an ointment on the skin (boundary control). After the
injection, controls are performed to examine the propagation of a tumor in an organism. To do this investigation project, we set out to reduce
calculations and these certain complexities but without harming the general scope of controllability with or without regret, the domain QT is
a prescribed cylinder see also Cui [20], Chaplain [9] and Seck [16]. Indeed, once the optimality system has been obtained, we unroll the
controllability technique of distributed systems with fewer or no Lions regrets. This technique makes it possible to solve non-classical or
missing-data optimality problems.
So, in the near future, we plan to resume calculations for non-convex domains with cracks or corners. These kinds of domains are more
suitable (biomedical applications) for the proliferation of tumor cells and their constituencies for their treatments Cui [20] and Friedman [7],
Cui[17], Bazaly [19]. The notion of scalability for the regional controllability analysis will be adapted for this technique. Thus, one can
make conjectures on the scalabilty, stability and spread of tumors for its possible local control.
The same work is being repeated for distributed systems with border and mixed control. This work could also be extended to non-convex,
cracked and wedge domains.
Another work is planned to do the numerical simulations with FreeFem ++/FreeFem 3D on the functional to consolidate the results that we
obtained on this work.
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