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ABSTRACT

In this article, we study on gender classificatiohich is one of the important
issue in security, statistics and related comméraraas. In the study, FEI face data set
has been used that has 200 female and 200 maltafface images. Principal component
analysis (PCA) has been used for feature extragtiimtess. We use all part of the face
images instead of taking some part of them. Supgpector Machine (SVM) and k-nearest
neighbor algorithms used for classification testapés. We compare the results which
obtained in our experiments and give them in taldesl graphs. According to the
experiments, defined as hybrid method principal pament analysis with k-nearest
neighbor method gives better recognition accurdntdefined as hybrid method principal
component analysis with support vector machine ateth

0oz

Bu makalede, ginimizde glvenlik, istatistik vdi tigari alanlarda 6nemli yer
tutan konulardan biri olan, yiz resimlerinden ciredi siniflandirma tzerine bir agarma
yapiimstir. Calismada, 200 bayan ve 200 bay olmak izere 400 adgiibmesmi bulunan
FEI yiz veri kimesi, resimlerden 6zellik cikariminiise temel bilgen analizi (TBA)
kullaniimstir.  Ozellik (feature) cikariminda yiizin belirli lGénleri yerine tamami
alinmutir. Siniflandirma ve test icin destek vektdér malari (DVM) ve en yakin k-en yakin
konyu (k-nearest neighbor k-nn) algoritmalari kullanijtor. Deneysel cajmalarda elde
edilen siniflandirma dguluk oranlar kagilastiriimis ve sonuglar analiz edilerek tablolar
ve grafikler seklinde sunulmgur. Buna gore, elde edilen sonuclara goétemel bilgen

analiziyle hibrit metot olarak kullanilan k-nn algomasinin, destek vektdr makineleri
yontemine goére cinsiyet siniflandirmada daha iyilggar verdgi tespit edilmitir.

Keywords: Gender classification, face recognition, princigaimponent analysis, k-nearest
neighbor.

Anahtar Kelimeler: Cinsiyet siniflandirma, yiz tanima, temel ggle analizi, k-en yakin
konyuluk.
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1. INTRODUCTION

Pattern recognition is one of the sub-part ofiaidl intelligence and
machine learning. It is described as recognitiopaiferns which has some
special numbers, letters and shapes. For this parpbis system makes
classification process, using patterns' importaatifres. It is used speech
and speaker (voice) recognition, fingerprint regbgn, character and digit
recognition, DNA/RNA (microRNA) classification, noarray data
classification/clustering, military applicationspbotics, fault detection
systems, image and signal processing, classificagitd more application
areas. It will be more common in the future. Custondetection and
classification, churn analysis are also amongdistems. Therefore, gender
classification process is one of the important amgaattern recognition.

Although, many researchers publish many stidi pattern recognition
area, there are quite little papers related withdge classification in the
literature. This concept is also important for pg®ylogical effects.
Especially, artificial neural networks, principaroponent analysis, support
vector machines and k-nearest neighbor methodsbbas used in the
literature. First study for gender classificatioadhbeen made in 1991 by
Jain and Huang [1, 17]. Next research had beenestwdth artificial neural
networks [2, 17]. On the other hand, principal comgnt analysis has also
been preferred in machine learning and patterngr@tion community
[4,17]. It has been developed by Hetelling [3]. Glo@enkis et al used
hyperplane kernels for nonlinear classification [1]

K-nearest neighbor method was proposed ierota classify patterns,
by Fix and Hodges in 1951. In [6], local binarytpat (LBP) was used for
gender classification to measure the performandegath 95% success. On
the other hand, genetic algorithms, linear disaramni analysis and artificial
neural networks methods also have been studiddeititerature [6]. L. Lu
et al used two stages principal component analged support vector
machines algorithms and reached 94% accuracy [.7Hassasnpour et al
tried fuzzy logic classification on principal commmnt analysis and they
reached 87% accuracy result [8]. M. Hu et al alsbliphed successful
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approach based on principal component analysidj9014, convolutional
neural networks and support vector machine hybpdr@ach have been
applied to determine the gender. 84% accuracy bas bbtained in this
article using Matlab programming [10]. T. Bissoenal tested principal
component analysis and linear discriminant analysibrid approach in
their study, in 2013 [11]. At the end, support weanachines, principal
component analysis, k-nearest neighbor and Fisdiseriminant analysis
algorithms have been used in [12].

2. APPLIED METHODS

In this article, we use FEI face data set. It baen collected in
Artificial Intelligence laboratory-Brazil, 2006. &ording to the publications
in this field; chap, eyebrow and distance betweggbmws are important
features for gender recognition [13]. Therefore,reove other parts from
face images. Hair parts of face images also remdrk@d faces. These
images is used for feature extraction process dafcipal component
analysis. We use k-nearest neighbor and suppotbviveachine algorithms
and compare the recognition results.

2.1 Principal Component Analysis (PCA)

Principal component analysis is one of the mosduagorithm in
image processing. The purpose of this method desrtise size of data
without harm it. This is also called Karheunen-Leéwansform or Hotelling
transform [14]. In this method, the projection ged to extract features. The
variance is calculated and chosen with that dioectso, we can summarize
it with these basic steps:

Let W={X13,X2,X3Xs,....... Xi} is a sample data set, with each

elementXk is NxN dimension. Firstly, mean of X is calculatgith these
formulas:
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After finding the mean of data set, the agishifted by subtracting each
element with mean value. Then, covariance matrixnefv values is
calculated. For example, if we have X values withoant of K, then
covariance values will bexr!/l[(k —2)1=2] The covariance matrix is a

symmetric and its diagonals give the variance dhd&a Obtained this
matrix coordinates contains all combinations of axtances. After that,
eigenvalues and eigenvectors of covariance matcaliculated :

[c-a1=0 (2.2)

All eigenvalues of C covariance matrix andeithcorrespondent
eigenvectors is calculated with below equation:

Kl
[C_‘ll—}k'{]l 5 l =0
oc kg (2.3)

All lenghts of each eigenvectors are 1 andrdlfts stage less important
parts can be removed from data set. For this perpastained eigenvalues
and eigenvectors is organized from largest valuessmnall values.
Moreover, very small parts can be removed completdere, the largest
value is chosen as first principal component. Thiscess will make
computations easy for covariance and finding eigetor. The eigenvector
matrix is obtained with organizing them from the nimum one to
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maximum one. In this stage, small eigenvectors lmarmremoved. So, the
matrix can be formed.

[W]Km.-z ([c] Tj = [W]Kxﬁ.": (2-4)

After that, when we use Eq. (2.4), new specebtained. Data is
converted the axis which names called first compbnand second
component. In principal component analysis, eacgens shown as row or
column vector. This process can be called vectboza We make
computations with row vectors. Obtained matrix barseen in Fig. 1.

Figure 1. Forming a row vector with 140x140 sizaga
(Vectorization process)

After these conversion, data set wil be ready rfigplementing principal
component analysis algorithm. Label is also reamlytliis process. After
determining eigenvalues and eigenvectors, sampéeisiaonverted to new
space. The largest 15 and 90 eigenvectors spacedsss chosen as two
space.

2.2 Support Vector Machine (SVM) and k-nearest Iniedy

In this study, we employ support vector machinel &anearest
neighbor classification algorithms. These are Wwalbwn and widely used
methods in machine learning area. Determining @ liatween two groups
Is main issue for support vector machine. It shcadfitted according to
data points. With this approach not only linearssification but also
nonlinear classification can be implemented. Ondtireer hand, k-nearest
neighbor algorithm uses distance measures forifitadéon with proper k
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values [15]. But this method is very sensitive fdistinct values.
Classification is applied according to k valuesrtstg with 1 to other
integer numbers. If the distance the same, in ¢bisdition one of class
randomly selected [16].

3. EXPERIMENTAL RESULTS

We implement totally 400 faces from FEI face dsga k-fold cross-
validation method is used to find error rate. Wetkis value as k=4. After
reduction of dimension of data, we apply k-neanesghbor algorithm. We
show accuracy values for eigenvalues 15 and 30 ablel I. Mean
recognition rates also can be seen from the tsidetest the method 4 times
and take their mean.

Figure 2. Organizing FEI face datafaeé images

The process on face images can be seen from FAglisting and
preparing phases implemented on data set.

Experiments on k-nearest neighbor classifier shoat B0 eigenvectors
recognition is more successful than 15 eigenvectd's can see this
computations from Table 1.

k-fold cross validation method is also used for darest neighbor
algorithm to randomize the classification process get their accuracies.
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Table 1. The k-nearest neighbor accuracy ratesror
15 and 30 eigenvectors of FEI data set

KNN

Eigenvector k TEST 1 TEST2 | TEST3 TEST 4 | MEAN
3 85 91 91 96 90.75
4 85 89 86 93 88.25
5 88 90 87 94 89.75
6 86 85 83 93 86.75

7 84 88 82 94 87
30 8 86 87 82 92 86.75
9 83 87 83 93 86.5

10 84 86 83 91 86

11 84 88 81 91 86

12 83 88 81 92 86
13 82 87 81 92 85.5
MEAN 84.54 87.81 83.63 92.81 87.20
Eigenvector k TEST 1 TEST2 | TEST3 TEST 4 | MEAN
3 79 87 89 96 87.75
4 7 85 86 93 85.25
5 85 88 85 93 87.75
6 83 85 85 92 86.25
7 83 84 81 91 84.75

15 8 83 82 81 90 84
9 83 84 81 91 84.75
10 83 84 82 92 85.25
11 83 87 83 92 86.25

12 81 85 83 91 85
13 81 84 82 91 84.5
MEAN | 81.90909 85 83.45455 92 85.59
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When we analyze the recognition results, numbeeigénvectors is
proportional to accuracies. But there is inversgpprtion between k-values
and accuracies. The highest accuracy is obtained k8. General
recognition results reach their highest valuesest-B. At the end, we state
that the recognition rate reach 85% for both eigetr 15 and 30.

Average Accuracy Rate for k-Cross

Validatian
94
92
90
88
36
84
82
30
78
76
TEST1 TEST 2 TEST3 TEST4

meigenvector30  Meigenvectorls

Figure 3. k-nearest neighbor classification rateply for first 15 and 30
eigenvectors in FEI face data set.

Average Accuracy Rate For
Eigenvector 30

(]
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Average Accuracy Rate For
Eigenvector 15

B35 k

10 14

Figure 4. Classification accuracy rates accordinkrvalues

Table 2.Support vector machine accuracy results for FE¢ f#ata set

Accuracy (%)

0-80 80-160 160-240]  240-320  320-4do0
85 85 75 77.5 82.5

Table 3 k-nearest neighbor and support vector machine
accuracy results for FEI face data set

Accuracy (%)
k-nearest neighbour  Support vector machife
86 80 |

When we compare the recognition performan€esupport vector
machine and k-nearest neighbor, we can state lesieaeighbor is more
successful in accuracies about 6% (From Table ZTabhike 3).

5. CONCLUSION
In this article, we make gender classification tmtcibute image

processing and machine learning research area.nalgze the advantages
and disadvantages of techniques with previous gl results. We focus
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on determining gender on FEI face data set. Severalersions and pre-
processing phases is used for the implementat®msie feature extraction
and classification algorithms is tested on FEI. ¢&xding to experimental
results, we show that principal component analysik k-nearest neighbor
hybrid method is better than principal componendlygsis with support
vector machine hybrid method. The main reason isfdhiference between
two hybrid method is new space conversion of ppakicomponent
analysis. The new places of converted data setoxiariance matrix is more
distinctive.
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