
Mathematical Modelling and Numerical Simulation
with Applications, 2022, 2(2), 108–116

https://www.mmnsa.org
ISSN Online: 2791-8564 / Open Access
https://doi.org/10.53391/mmnsa.2022.009

R E S E A R C H P A P E R

An optimal control strategy and Grünwald-Letnikov
finite-difference numerical scheme for the
fractional-order COVID-19 model
Ihtisham Ul Haq ID 1,‡,*, Nigar Ali ID 1,‡ and Kottakkaran Sooppy Nisar ID 2,‡
1Department of Mathematics, University of Malakand, Chakdara Dir (L), 18000, Khyber Pakhtunkhwa, Pakistan,2Department of Mathematics, College of Arts and Science, Prince Sattam bin Abdulaziz University, Saudi Arabia
*Corresponding Author‡ihtisham0095@gmail.com (Ihtisham Ul Haq); nigaruom@gmail.com (Nigar Ali); n.soopy@psau.edu.sa (Kottakkaran Sooppy Nisar)

Abstract
In this article, a mathematical model of the COVID-19 pandemic with control parameters is introduced. The main objective of thisstudy is to determine the most effective model for predicting the transmission dynamic of COVID-19 using a deterministic modelwith control variables. For this purpose, we introduce three control variables to reduce the number of infected and asymptomaticor undiagnosed populations in the considered model. Existence and necessary optimal conditions are also established. TheGrünwald-Letnikov non-standard weighted average finite difference method (GL-NWAFDM) is developed for solving the proposedoptimal control system. Further, we prove the stability of the considered numerical method. Graphical representations and analysisare presented to verify the theoretical results.
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1 Introduction

COVID-19 pandemic can be considered as a dangerous infectious disease in the whole world, see [1]. It is transmitted to humans primarilythrough tiny droplets, or contact with contaminated surfaces. Mathematical modelling of epidemic diseases is very helpful for controlstrategies to a disease. Recently, a number of interesting papers have been developed regarding the modelling of the coronavirus, see forexample [2, 3, 4, 5, 6, 7, 8, 9].It has recently come to light that Fractional Differential Equations (FDE) can be successfully applied in mathematical modelling in variousfields, including epidemics [10]. Fractional Calculus (FC) is a branch of mathematical analysis that deals with the study of fractional-orderof derivatives and integral. A dynamical system using fractional-order derivative (FOD) in modeling helps define efficiency, usefulness,and memory as essential properties in many biological mechanisms [11, 12, 13, 14, 15, 16].Optimal control (OC) theory is a branch of mathematical optimization. It involves investigating the control strategies for a dynamicsystem in a short time, such as minimizing or maximizing an objective function. Recently, OC theory has been used successfully in manyfields, including robotics, aerospace, economics, finance, and management sciences [17, 18, 19]. Especially, the study of epidemiologicalmodels is closely related to the study of OC, as vaccination [20], resource allocation [21] and educational campaigns [22]. Caputo andRiemann–Liouville fractional derivatives [23, 24, 25, 26, 27] are the most important definitions of FD. Al-Mekhlafi and Sweilam establishedimportant numerical results for FOC [28, 29, 30].An important contribution to this work is the development of numerical schemes providing approximate solutions for the fractional-ordercontrol problems (FOCPs). We discuss the COVID-19 model in [31] with changed fractional operator and parameters. This model was
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modified with three controls Ul,Uq, and Us, to decrease the number of the infected, quarantine, and self-isolation. Finally, the numericalsimulation is represented in the proposed system.
2 Basic definitions

Definition 1 We define the Caputo fractional order derivative of the function P(t) [32]:

c0Dα
t [P(t)] = 1

Γ(K – α)
∫ t

0 (t – η)K –α–1 P(t)(K )(η)dη, (1)
where, K = [α] + 1 and [α] represents the integral parts of α.

Definition 2 The discretization of Fractional derivative by the Grünwald–Letnikov approach [33]

c0Dα
t [P(t)] |t=tK = 1

∆tα

PK +1 – K +1∑
i=1

UiPK +1–i – YK +1P0
 , (2)

where, K = 1, 2, ..., NK , and the coordinate of each mesh point is tK = K ∆t,∆t = Tf
NK

, Ui = (–1)i–1
(

α

i

)
, U1 = α, Yi = iα

Γ(1–α) and

i = 1, 2, 3, ..., K + 1.
Additionally, Let us assume that 0 < Ui+1 < Ui < ... < U1 = α < 1, 0 < Yi+1 < Yi < ... < Y1 = 1

Γ(1–α) .
Definition 3 Let a function P : R+ → R, the fractional integral is defined by

0Iα
t P(t) = 1

Γ(α)
∫ t

0 (t – η)α–1 P(η)dη,
where, K = [α] + 1 and [α] represents the integral parts of α.

3 Mathematical model formulation

In this section, we discuss the mathematical model that consists of four compartments of the population which includes susceptibleindividuals S, asymptomatic infectious I, unreported symptomatic infectious U, and reported symptomatic infectious R. This model wasdeveloped in [31]. We modified the model with control variables and then represented it by a system of Caputo fractional derivative:

c0Dα
t [S] = – (1 – Ul

)
J (t)S(t) [I(t) + U(t)] – UqS + UsU,

c0Dα
t [I] = (1 – Ul

)
J (t)S(t) [I(t) + U(t)] – βI(t),

c0Dα
t [R] = β1I(t) – µR(t) + UqS,

c0Dα
t [U] = β2I(t) – µU(t) – UsU,

(3)

with the initial conditions S(t0) = S0, I(t0) = I0,R(t0) = 0,U(t0) ≥ 0, where the function Us, Uq, Ul, are self isolation strategies, quarantineand states lock down, respectively. Table 1 represents the variables and Table 2 shows the descriptions of the model parameters.
Table 1. The variables of system (3)

Variable Interpretation
S Susceptible individuals
I Asymptomatic Infection population
R Reported symptomatic infected population
U Unreported symptomatic infected population

Table 2. The parameters of system (3)
Parameter Biological interpretations

t0 The time when the epidemic began
S0 Number of susceptible individuals at time t0
I0 Number of infected individuals at time t0
U0 Number of unreported individuates at time t0
R0 Number of reported individuates at time t0
J Rate of transmission at time t01
β

Represents the average time during which asymptomatic infectious become asymptomatic
β1 Rate at which asymptomatic infectious become reported symptomatic
β2 Rate at which asymptomatic infectious become unreported symptomatic

1
µ

Average time symptomatic infectious have symptoms
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We follow the basic reproduction number (R0) of the model (3) is given in [31].
R0 = ( J0S0

β1 + β2
)(1 + β2

µ

) = J0S0(µ + β2)
µ(β1 + β2) . (4)

The disease will decrease if R0 < 1. The disease will spread if R0 > 1 because every infection causes more than one new infection, see [31].In this study, we consider R0 > 1.
4 Existence of the optimal control problem

In this section, we apply the optimal control theory to maximise the number of recovering people while lowering the number of infectedindividuals at the lowest possible cost and with the fewest possible unreported symptomatic infected population. Finally, we compute thenumerical solution of the system and discuss the best control techniques using GL-NWAFDM.
Theorem 1 We consider the optimal control system (3). There exists an OC

(
U ∗

l , U ∗
q , U ∗

s
)

∈ U such as

J
(

U ∗
l , U ∗

q , U ∗
s
) = min

Ul,Uq,Us ∈U
J
(
Ul, Uq, Us

) . (5)

Proof 1 The existence of the OC can be investigated by using a result in [34]. The existence of the optimal control problem can be accomplished by
checking the following steps:

i. The corresponding state variables and the set of controls are nonempty. For this, we use a derived result of an existence in [35] toprove that the state variables and set of controls are nonempty. Let Y′

j = FXi (t, Y1, Y2, Y3, Y4), where (Y1, Y2, Y3, Y4) = (S, I,U,R). Let
Ul, Uq and Us for some constants and Y1, Y2, Y3 and Y4 are continuous, then FS, FI, FU and FR are also continuous. Therefore, the statevariables and set of controls are nonempty.ii. Next, the control space U = {(Ul, Uq, Us)/(Ul, Uq, Us) is measurable, 0 ≤ Umin ≤ Ul ≤ Umax ≤ 1, 0 ≤ Umin ≤ Uq ≤ Umax ≤ 1,and
0 ≤ Umin ≤ Us ≤ Umax ≤ 1, t ∈ [0, Tf – 1]} is closed and convex.

iii. The right hand sides of the problem equations are bounded above by a sum of bounded state and controls and can be written as alinear function of Ul, Uq and Us.
iv. The integrand in the objective functional, I(t) + U(t) + η1U 2

l (t)2 + η2U 2
q (t)2 + η3U 2

s (t)2 is convex on U .
v. Finally, we show that there exists constants γ1,γ2,γ3,γ4 and γ such that I(t) +U(t) + η1U 2

l (t)2 + η2U 2
q (t)2 + η3U 2

s (t)2 satisfies I(t) +U(t) +
η1U 2

l (t)2 + η2U 2
q (t)2 + η3U 2

s (t)2 ≥ γ1 + γ2 ∣∣Ul
∣∣γ + γ3 ∣∣Uq

∣∣γ + γ4 |Us|γ. The state variables bounded, let γ1 = inft∈[0,Tf ] (I(t) + U(t)) ,γ2 =
η12 ,γ3 = η22 ,γ4 = η32 and γ = 2 then it follows I(t) + U(t) + η1U 2

l (t)2 + η2U 2
q (t)2 + η3U 2

s (t)2 ≥ γ1 + γ2 ∣∣Ul
∣∣γ + γ3 ∣∣Uq

∣∣γ + γ4 |Us|γ .
Hence, from Fleming et al. [34], the results indicate that there is an optimal control. Now, let system (3) in R6

U ={(Ul(.), Uq(.), Us(.)), 0 ≤ Ul(.), Uq(.), Us(.) ≤ 1, ∀t ∈ [0, Tf ]} ,
where Ul, Uq, Us are Lebesgue measurable on [0, 1]. We define the objective functional as:

J (Ul, Uq, Us) =
Tf∫
0

(
I(t) + U(t) + η1U 2

l (t)
2 + η2U 2

q (t)
2 + η3U 2

s (t)2
)

dt. (6)

The next step is to evaluate Ul, Uq, Us as:

J (Ul, Uq, Us) =
Tf∫
0

F(S, I,R,U, Ul, Uq, Us, t)dt (7)

is minimum, subject to restrictions
c0Dα

t Wj = χi, (8)
where

χi = χi(S, I,R,U, Ul, Uq, Us, t), i = 1, ..., 4,

Wj = {S, I,R,U, j = 1, ..., 4},
and the initial conditions satisfying

W1(t0) = S0, W2(t0) = I0, W3(t0) = R0, W4(t0) = U0.
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We use the fractional order case of the Pontryagin maximum principle, this fractional form is given by Agrawal in [26]. Functional modifiedas:
–
J =

Tf∫
0

[
H
(
S, I,R,U, Ul, Uq, Us, t

) – 4∑
i=1

Biχi
(
S, I,R,U, Ul, Uq, Us, t

) dt. (9)

We define the Hamiltonian as:
H
(
S, I,R,U, Ul, Uq, Us, t

) = F
(
S, I,R,U, Ul, Uq, Us, Bi, t

) + 4∑
i=1

Biχi
(
S, I,R,U, Ul, Uq, Us, t

) . (10)

We have got the necessary conditions from (9) and (10):
c0Dα

t Bi = ∂H
∂Mi

, i = 1, ..., 4, (11)
where Mi = {S, I,R,U, Ul, Uq, Us, Bi, t, i = 1, ..., 4},

0 = ∂H
∂UK

, K = l, q, s, (12)

c0Dα
t Mi = ∂H

∂Bi
, i = 1, ..., 4, (13)

with
Bi(Tf ) = 0, i = 1, ..., 4. (14)

For more information, see [36].
Theorem 2 The optimal control variables Ul, Uq, Us, with the corresponding solutions S∗, I∗,R∗,U∗ that minimize J (Ul, Uq, Us). There are
also adjacent variables Bi, i = 1, ..., 4 satisfying the following:

• Adjoint equations:

c0Dα
t [B1] = – ((1 – U ∗

l
)

J
[
I∗ + U∗]) (B1 + B2) – B1U ∗

q – B3U ∗
q , (15)

c0Dα
t ]B2] = –1 + (1 – U ∗

l
)

J S∗ (B1 – B2) + B2β – B3β1 – B4β2, (16)
c0Dα

t [B3] = B3µ, (17)
c0Dα

t [B4] = –1 + (1 – U ∗
l
)

J S∗ (B1 – B2) – U ∗
s B1 + B4 (µ – U ∗

s
) . (18)

• The transversality conditions:

Bi(Tf ) = 0, i = 1, ..., 4. (19)
• Optimality conditions:

H
(
S, I,R,U, Ul, Uq, Us, Bi, t

) = min0≤Up,Uap,Ucp≤1 H
(
S, I,R,U, Ul, Uq, Us, Bi, t

) . (20)
Further,

Ul = min
{

1, max
{

0, J S∗
[
I∗ + U∗] (B1 – B2)

η1
}}

, (21)

Uq = min
{

1, max
{

0, S∗
(
B1 – B3)
η2

}}
, (22)

Us = min
{

1, max
{

0, U∗ (B4 – B2)
η3

}}
. (23)
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Proof 2 Eq. (15) to Eq. (19) can be obtained from (11), where

H∗ = B1c0Dα
t S∗ + B2c0Dα

t I∗ + B3c0Dα
t R∗ + B4c0Dα

t U∗ + I∗ + R∗ + U∗ + η1U 2
l (t)

2 + η2U 2
q (t)

2 + η3U 2
s (t)2

is the Hamiltonian. The conditions Bi(Tf ) = 0, i = 1, ..., 4, hold. Now, using Eq. (20), we claim Eq. (21) to Eq. (23). Now, the state equations derived:

c0Dα
t [S] = – (1 – U ∗

l
)

J (t)S∗(t) [I∗(t) + U∗(t)] – U ∗
q S∗ + U ∗

s U∗, (24)
c0Dα

t [I] = (1 – U ∗
l
)

J (t)S(t)∗ [I∗(t) + U∗(t)] – βI∗(t), (25)
c0Dα

t [R] =β1I∗(t) – µR∗(t) + U ∗
q S∗, (26)

c0Dα
t [U] =β2I∗(t) – µU∗(t) – U ∗

s U∗. (27)
5 Procedure for solving control system

In this part of the paper, we develop a numerical scheme called GL-NWAFDM. Several results about this numerical scheme were discussedin [37, 38, 39]. The stability and efficiency of this method depend on the weight factor 0 ≤ Ω ≤ 1. Before, applying the GL-NWAFDM to theconsider model, we first discrete the Caputo fractional derivative (2) by replacing △t by Ψ(t), where
Ψ(△t) = △(t) + O(△(t)2), 0 < Ψ(△t) < 1, △(t) → 0.

Then, the discretization for equations (24) to (27), where K = 0, 1, 2, ..., N , using GL-NWAFDM can be written as
SK +1∗ – K +1∑

i=1
µiS

K +1–i∗ – YK +1S0∗ = ΩΨ(△t)α (– (1 – U ∗
l
)

J SK +1∗ [IK +1∗ + UK +1∗] – U K +1∗
q SK +1∗ + U K +1∗

s UK +1∗)
+ (1 – Ω)Ψ(△t)α (–(1 – U K ∗

l
)

J SK ∗
[
IK ∗ + UK ∗

] + (–U K ∗
q SK ∗ + U K ∗

s UK ∗
)) ,

IK +1∗ – K +1∗∑
i=1

uiI
K +1–i∗ – YK +1I0∗ = ΩΨ(△t)α ((1 – U K +1∗

l
)

J SK +1∗ [IK +1∗ + UK +1∗] – βIK +1∗)
+ (1 – Ω)Ψ(△t)α ((1 – U K ∗

l
)

J SK ∗
[
IK ∗ + UK ∗

] – βIK ∗
) ,

RK +1∗ – K +1∑
i=1

uiR
K +1–i∗ – YK +11R0∗ = ΩΨ(△t)α (β1IK +1∗ – µRK +1∗ + U K +1∗

q SK +1∗)
+ (1 – Ω)Ψ(△t)α (β1IK ∗ – µRK ∗ + U K ∗

q SK ∗
) ,

UK +1∗ – K +1∑
i=1

uiU
K +1–i∗ – YK +1U0∗ = ΩΨ(△t)α (β2IK +1∗ – µUK +1∗ – U K +1∗

s UK +1∗)
+ (1 – Ω)Ψ(△t)α (β2IK ∗ – µUK ∗ – U K ∗

s UK ∗
) .

We observe that this method is partially implicit for Ω ∈ [0, 1] and fully implicit for Ω = 1 and explicit when Ω = 0.
6 Stability of the developed numerical scheme

This section is devoted to describe that the GL-NWAFDM is unconditionally stable in implicit cases (0 < Ω < 1). The stability of thenumerical scheme is checked when (Ω ̸= 0), for this need, we take the test problem of the linear fractional differential equation:
c0Dα

t X (t) = PX (t)t > 0, 0 < α ≤ 1, P < 0. (28)
Let the approximate solution of this equation is X (tK ) = XK = ZK , then applying the GL-NWAFDM, we rewrite Eq. (28) as

Z K +1 – K +1∑
i=1

µiZ
K +1–i – YK +1Z 0 = Ψ(△t)α (ΩPZ K +1 + (1 – Ψ) PZ K

) .

Then, we have

Z K +1 = 1(1 – Ψ(△t)αΩP
)
K +1∑

i=1
µiZ

K +1–i + YK +1Z 0 + (1 – Ψ)Ω(△t)αPZ K

 , K ≥ 1,

we have 1(1–Ψ(△t)αΩP) < 1, therefore, Z 1 ≤ Z 0, Z K +1 ≤ Z K ≤ Z K –1 ≤ ... ≤ Z 0. Hence, the proposed numerical method is stable.
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7 Graphical representation and discussion

In this part of the paper, we have presented the graphical representation of the system (3) with and without control variables. Gl-NWAFDMis used in the previous section to get the approximate solution of the modified model with the given initial conditions and parametersvalues: S(0) = 100, I(0) = 900, R(0) = 100, U(0) = 900 and different values of fractional parameter with β1 = 0.98, β2 = 0.87, µ = 0.432,
F = 0.218 and β = 0.098.
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Figure 1. Simulations of I,R,and U at α = 0.85 with and without controls
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Figure 2. Numerical simulations of optimal control system with Ω = 10.23 for α = 0.90, 0.80, 0.70 and 0.60.
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Figure 3. Numerical simulations of optimal control system with Ω = 11.32 for α = 0.90, 0.80, 0.70 and 0.60.

These figures show the efficiency and effectiveness of three control variables for the COVID-19 model. We have noted that the resultsobtained if Ω = 11.32 were fully implicit. Moreover, for the control case best result is given at α = 0.6. The dynamic of the solutions in thecontrol case is shown in Figs. 2 and 3 by using various values of α and Th. These figures show that the approximate solutions of S, I, R, U areunconditionally stable at Ω = 11.32. Fig. 3 shows that the peak values of each infected category of the population decreases significantlywhen fractional order decreases. U (Un-reported infected) starts with a decreasing slope and later changes the peak but with a small numberof infected individuals. This describes that these classes can have a huge impact on the development of the reported infected graph.
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Figure 4. Numerical simulations of I with respect to S, R, and U with three controls variables for α = 0.90, 0.80, 0.70 and 0.60.
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8 Conclusion

In this work, we have presented a novel coronavirus model with the combination of optimal control and fractional-order derivatives toincrease the model complexity and to improve the model dynamics. We have added three control variables to health care such as, Uq, Us,
Ul, (Quarantine, Self isolation, Lockdown). These OC variables have been used to decrease the number of the asymptotically infected andunreported infected as we can see in Figs. 2 and 3. For this need, we have derived the necessary optimality conditions. GL-NWAFDM hasbeen developed to obtain the approximate solution of the proposed model. This numerical method depends on the values of the factor
ω. Further, we have also proved the stability of the Gl-NWAFDM. Finally, graphical representations have been presented to support ourtheoretical results. We have concluded that the fractional optimality systems can be solved effectively by using the Gl-NWAFDM.
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