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Abstract

This study provides a comparative analysis of the inferences that can be reached about preservice teachers' emotional awareness and personality traits when several alternative factor analytic models are tested simultaneously. An empirical illustration is provided using two datasets collected for a research study aiming to profile the social-emotional behavior repertoire of preservice teachers. Four alternative factor analytic models were considered for both datasets: the unidimensional model, the correlated model, the higher-(or second-) order model, and the bifactor model. Results indicate that the higher-order factor model for emotional awareness (n = 670) and the bifactor model for personality traits (n = 670) were the preferred models that better represent the underlying factor structures. Multidimensionality and practical decisions concerning score reporting are discussed.
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Öğretmen Adaylarının Bilişsel Olmayan Becerilerinin İncelenmesinde Alternatif Faktör Analitik Modeller

Öz

Bu çalışma, alternatif faktör analitik yaklaşımın eş zamanlı olarak test edilmesiyle öğretmen adaylarının duygusal farklılıkların ve kişilik özellikleri bakımından yaplanacak çıkarılmanın karşılaştırılması bir analizini sunmaktadır. Öğretmen adaylarının sosyal-duygusal davranışlarına ilişkin profillerini belirlemeyi amaçlayan daha geniş kapsamlı bir araştırma elde edilen iki farklı veri seti kullanılarak ampirik bir örnek sunulmuştur. Her iki veri seti için dört farklı faktör analitik model dikkate alınmıştır. Bu modeller, tek boyutlu model, ilişkili model, yüksek (veya ikinci) dereceli model ve iki faktör modelidir. Sonuçlar, duygusal farklılık için ikinci dereceden faktör modelinin (n = 670), kişilik özellikleri için iki faktör modelinin (n = 670) veriye daha iyi temsil eden modeller olduğunu göstermektedir. Ölçek puanlarını raporlama ve çok boyutluluk ile ilgili pratik konular tartışılmiştir.

Anahtar kelimeler: bilişsel olmayan beceriler, öğretmen eğitimi, faktör analitik modeller, çok boyutluluk.
INTRODUCTION

The concurrently measuring uni-and multidimensional constructs can generate doubt about the precise nature of the measured construct(s) and bring together how researchers can report scale scores (Dunn & McCary, 2020). Therefore, examining the factor structure of tests or scales is essential for making proper validity arguments for test or scale scores. When reporting a test score on a single scale, the implication is that the test measures one unitary skill or trait and that the scores given reflect the examinee's ability or level on that single trait. Dividing the scale into sub-scales and reporting separate sub-scores indicates that each sub-score should require a sufficiently distinct aspect of ability from the other sub-scales (Dunn & McCary, 2020).

Treating multidimensional data like unidimensional data causes model misspecification, leading to biased parameter estimates that produce biased estimates of the relationships among latent variables. This can threaten the determination of actual relationships among constructs represented as latent variables. If the item response data are multidimensional, sub-scales are not interchangeable indicators of a single construct and might relate differently to an external variable. Total scale scores might not reflect the target construct of interest because multiple systematic sources of variance could confound their interpretation. In such cases, a researcher might need to consider specifying a multidimensional measurement model. The findings about multidimensionality have significant consequences in scale scoring and interpretation (Reise et al., 2013).

Psychometric analyses of measurement tools provide validity evidence that determines how precisely total and sub-scale scores reflect their underlying constructs. Another point is to determine how well a particular set of items indicates a latent variable and how the items can be used in the measurement model specification (Rodriquez et al., 2016). It is essential to decide which measurement model should be utilized when the item response data are multidimensional. The Structural Equation Modeling (SEM) framework is an appropriate analytic tool for researchers to evaluate the interrelations among a network of constructs (Reise et al., 2013). SEM assumes that the latent variable indicators reflect a single common latent variable or that all multidimensionality can be specified in more complicated measurement models, such as higher-order and bifactor models (Chen et al., 2006).

Eid and Diener (2006) suggest using multimethod approaches that offer insights into psychological structures in education and psychology. They state that there are at least two reasons for using multimethod approaches: (1) the multi-component structure of psychological phenomena and (2) the validity of the research. Psychological phenomena usually comprise many aspects. A method may be appropriate to measure one aspect but not appropriate for another aspect. To correctly measure these phenomena, it is necessary to have various research methods. Multimethod research provides information for uncovering general associations between different components and levels of phenomena. Another significant point is that multimethod research is crucial in validation (Eid & Diener, 2006). Especially concerning measurement methods, validity represents the degree to which the adequacy and appropriateness of inferences based on the results of a measurement tool are supported by empirical evidence and theoretical rationales (Messick, 1995). The multimethod approach is needed to analyze the validity appropriately, and different methods should converge in measuring the same trait, which indicates convergent validity (Campbell & Fiske, 1959). Campbell and Fiske clarify that a score on a psychological variable reflects the psychological construct under consideration and systematic method-specific influences. They demonstrate the necessity of including at least two methods in psychological studies to provide evidence for validity. Method effects can indicate valid and valuable information about the construct. Multimethod research provides proof of convergent validity and allows the analysis of the nature of method-specific influences.

Psychological phenomena such as social-emotional competencies usually comprise many aspects. In the educational system, teachers' social-emotional competence is a fundamental skill for social development and forming healthy relationships with students and others. Substantial evidence shows how teachers interact with children in a classroom affects their social and emotional outcomes (Ulloa et al., 2016). The social-emotional competence level of teachers plays a crucial role in developing positive relationships with children and contributes to the formation of healthy atmospheres in classrooms. Improving teachers' social-emotional competence reduces disruptive classroom behaviors while increasing self-control and academic achievement (Jennings & Greenberg, 2009; McCarthy, 2021). The measurement tools are necessary for identifying the teachers' social-emotional competencies because who has an inadequate level of social-emotional competencies or needs intervention is decided based on the scale scores. Hence, the factor structures of scales, such as scales of emotional awareness and personality factors, have an essential role in the validity of the inferences made from those measurements (Kane, 2013).
The Aim of the Study

The purpose of this study is to provide an empirical illustration of how a joint analysis of the results obtained from different factor analytic model applications on the same dataset can help obtain a better picture of the structure underlying the responses than those that would be obtained from only one model application of choice. In this study, four alternative factor models are considered: 1) the unidimensional model (Dunn & McCary, 2020), 2) the correlated model (Brown, 2015), 3) the higher- (or second-) order model (Thurstone, 1944), and 4) the bifactor model (Holzinger & Swineford, 1937). The datasets were collected from The Emotional Awareness Questionnaire (Rieffe et al., 2008) (Study 1) and the Big Five Personality Test (Goldberg, 1992) (Study 2). The scales, datasets, and methods are described in the following text.

METHOD

Study I

Study I sample comprised 670 preservice teachers (58% of the participants are female and 13% of them are male, gender information of 29% of the sample could not be reached). The data were collected from volunteer preservice teachers in the fall and spring terms of the 2021-2022 academic year.

The Emotional Awareness Questionnaire (EAQ) was used to measure individuals’ emotional awareness in Study I. Emotional awareness refers to an attentional process interconnected with some interpretative and evaluative functions (Rieffe et al., 2008). The self-report EAQ aims to identify how people feel and think about their feelings. The EAQ developed by Rieffe et al. (2008), has been adapted into Turkish by Inceman-Kara and Yuksel (2022). The EAQ has 30 items and six sub-factors describing different aspects of emotional functioning: (1) differentiating emotions, (2) verbal sharing of emotions, (3) not hiding emotions, (4) bodily awareness, (5) attending to others, and (6) analyses of emotions. Respondents are asked to rate the degree to which each item is suitable for them on a 5-point Likert scale (from 1 = not true to 5 = always true). Cronbach’s α reliability coefficients for each sub-factor were 0.82, 0.71, 0.74, 0.82, 0.82, and 0.81.

Study II

Study II sample comprised 670 preservice teachers (78% of the participants are female, and 22% of them are male). The Big Five Personality Test (BFPT; Goldberg, 1992) was used to measure personality factors in Study II.

The BFPT was developed by Goldberg (1992) and adapted into Turkish by Morsunbul (2014). Personality traits can be assessed under the five sub-factors in the BFPT. These factors are (1) extraversion, (2) agreeableness, (3) emotional stability, (4) conscientiousness, and (5) openness to experience. The BFPT has a total of 30 items, and each sub-factor consists of six items. Items can be responded to on a 7-point Likert scale (from 1 = does not apply to me at all to 7 = applies to me very well). Cronbach α reliability coefficients for each sub-factor were 0.83, 0.78, 0.79, 0.83, and 0.84.

Factor Analytic Models Used in the Applications

Four alternative Confirmatory Factor Analytic (CFA) models were considered: 1) the unidimensional model, 2) the correlated model, 3) the higher- (or second-) order model, and 4) the bifactor model. The CFA models were tested for Study I and Study II.

The Unidimensional Model

Unidimensionality is the main assumption within Classical Test Theory (CTT) and Item Response Theory (IRT) (Embretson & Reise, 2000). The unidimensional model (see Figure 1a) hypothesizes a single latent factor to explain the variance across all observed variables (Dunn & McCary, 2020). Estimated factor loadings indicate the power of the relationship between a single factor and each observed variable. Error terms estimated for each observed variable indicate unexplained variance by a single latent factor. The single factor represents the construct

\[^{2}\] Since the bifactor model did not converge for Study I, the results of unidimensional, correlated, and higher-order models were reported in findings.
that an instrument intends to measure. (Rodriguez et al., 2016). A key point when using this model is that the test is unidimensional. In practice, many tests or scales may not provide unidimensional assumptions.

**The Correlated Model**

The correlated model (see Figure 1b) has generally been used for comparison with the unidimensional model. The correlated model (Brown, 2015) includes two or more latent variables that can correlate. Observed variables are grouped by shared properties and act as indicators of a factor hypothesized to reflect this commonality. This explicitly models the multidimensionality of a test. Estimated factor loadings indicate the power of the relationship between observed variables and their associated factors (Dunn & McCary, 2020). The correlations between latent variables indicate shared variation among latent variables.

**The Higher-Order Model**

The higher-order model (Thurstone, 1944) incorporates at least one general (higher-order) factor and a series of sub-factors upon which a specified sub-group of items (see Figure 1c). The higher-order factor models the shared variance between sub-factors (Dunn & McCary, 2020), which means that first-order factors are independent, and each first-order factor mediates the relationship between the higher-order factor and the observed variables. There is no direct effect between higher-order factors and observed variables. The observed variables perform as indicators of the sub-factors, and the commonality modeled by higher-order factors is between the scales already established for each sub-factor (Dunn & McCary, 2020).

A researcher might seek empirical evidence for reporting an overall score in addition to sub-scores for each sub-domain incorporated in the test or scale. Suppose the loadings between the higher-order and sub-factors are satisfactorily high; in that case, it can be concluded that there is enough commonality between the sub-factors to justify this reporting of both sub-scores and an overall score (Dunn & McCary, 2020).

---

**Figure 1. Four Types of Factor Models**

**Notes.** GF=General Factor, F=Factor, i=item
**The Bifactor Model**

The bifactor model (Holzinger & Swineford, 1937) specifies that for a given set of item responses, correlations among items can be accounted for by (1) a general factor representing shared variance among all the items and (2) a set of group factors where variance over and above the general factor is shared among subsets of items presumed to be highly similar in content (see Figure 1d) (Rodriguez et al., 2015). The general factor indicates the construct an instrument intends to measure, and group factors indicate more specific subdomain constructs (Rodriguez et al., 2015). The interpretation of the general factor loadings is the same as the single factor in the unidimensional model. The grouping factors estimate the shared variance between sub-groups of items once the common variance between all observed variables captured by the general factor has been partitioned out (Dunn & McCary, 2020). One of the defining features of the bifactor model is that the grouping factors are hypothesized to be orthogonal (uncorrelated) with the general factor and each other (Markon, 2019; Rijmen, 2010). Bifactor models have been used for testing for some situations: (1) to check multidimensionality (Chen et al., 2006), (2) to decide the appropriateness of a total score and what, if anything, one might gain by scoring subscales (Reise, 2012). The bifactor model can help the researcher to decide whether the test or scale is unidimensional enough to be reported on a single factor or whether it makes sense to report domain sub-scores.

In addition to analyze factor analytic models, reliability indices were derived for the models. These indices include Cronbach’s alpha (α) (Cronbach, 1951) and McDonald’s omega (ω) coefficients (McDonald, 1999). The omega coefficient is computed for composite score reliability. The variance of the general and group factors are combined to obtain the reliability estimate for the reliability of total and subscale scores. The differences between coefficients alpha and omega are that (a) omega always is based on the factor loadings of a specific model, whereas alpha, typically, is computed based on observed variances and covariances, and (b) alpha assumes equal loadings, whereas omega is more appropriate when factor loadings vary (Reise, 2012).

In summary, the unidimensional and bifactor models directly model shared variance between observed variables, while the correlated factors and higher-order model mediate this relationship by the inclusion of grouping factors at the first-order level (Dunn & McCary, 2020). These varying structures derive the researcher's different perceptions of the measurement properties of a scale. The four CFA models, unidimensional, correlated, higher- (or second) order, and bifactor, were fitted to the two datasets using the latent variable modeling software Mplus (version 8.3) (Muthén & Muthén, 1998-2017) with Maximum Likelihood with Robust Standard Errors (MLR) estimation method.

The model $\chi^2$ values and associated $p$-values were reported for model evaluation. Other model fit indices were also reported because $\chi^2$ values are sensitive to sample size. RMSEA and SRMR (<.08), and CFI/TLI (>0.90) values are taken as references in model comparisons (Hu & Bentler, 1999). Since the models are not all nested, information criteria values - AIC, BIC, and SABIC - were reported to compare the fit of non-nested models. Lower information criteria values indicate better model-data fit.

**Research Ethics**

All ethical procedures were completed in this study. Ethical permission for the research was approved by Gazi University Ethics Committee. The ethics committee document number is 7082166-604.01.02.

**FINDINGS**

**Study I Findings**

The model-fit indices of the EAQ data for the three CFA models are shown in Table 1. For all models, $\chi^2$ $p$-values were statistically significant ($p < .05$). In terms of statistical measures of comparative fit, the best fit was achieved by the higher-order factor model, followed by the correlated model, and the unidimensional model yielded the worst fit. The average factor loadings on the unidimensional model were 0.31, indicating a mean explanation of 10% of the variance of the observed variables. Some of the observed variable factor loadings were less than 0.30. As a rule of thumb, variables with loadings of 0.32 and above are interpreted (Brown, 2015; Tabachnick & Fidell, 2013). This means that the indicator is meaningfully related to a primary or secondary factor. Therefore, unidimensional model factor loadings seem not to ensure this rule.

The average factor loadings for the correlated model were 0.30 and above. In the higher-order model, all first-order factors loaded medium level on the general factor. The average of the item loadings on the first-order factors was between 0.59 and 0.75, indicating that there was evidence of multidimensionality for the construct of the EAQ.
Table 1. Model-Data Fit Indices of Four Models for the EAQ

<table>
<thead>
<tr>
<th>Model-fit</th>
<th>Model-data fit indices</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Unidimensional</td>
<td>Correlated</td>
</tr>
<tr>
<td>$\chi^2$ (df)</td>
<td>5047.19 (405)</td>
<td>1333.55 (390)</td>
</tr>
<tr>
<td>AIC</td>
<td>56282.51</td>
<td>52598.88</td>
</tr>
<tr>
<td>BIC</td>
<td>56688.17</td>
<td>53072.14</td>
</tr>
<tr>
<td>SABIC</td>
<td>56402.41</td>
<td>52738.76</td>
</tr>
<tr>
<td>RMSEA</td>
<td>0.13</td>
<td>0.06</td>
</tr>
<tr>
<td>SRMR</td>
<td>0.13</td>
<td>0.06</td>
</tr>
<tr>
<td>CFI</td>
<td>0.39</td>
<td>0.88</td>
</tr>
<tr>
<td>TLI</td>
<td>0.35</td>
<td>0.86</td>
</tr>
</tbody>
</table>

Mean (SD) of factor loadings

| General | 0.31 (0.31) | - | 0.49 (0.34) |
| $F_1$   | -           | 0.40 (0.16) | 0.62 (0.12) |
| $F_2$   | -           | 0.30 (0.18) | 0.75 (0.05) |
| $F_3$   | -           | 0.47 (0.08) | 0.59 (0.15) |
| $F_4$   | -           | 0.45 (0.15) | 0.68 (0.13) |
| $F_5$   | -           | 0.38 (0.21) | 0.70 (0.07) |
| $F_6$   | -           | 0.37 (0.18) | 0.70 (0.11) |

Factor correlations

| $F_1 - F_2$ | - | 0.55 | - |
| $F_2 - F_3$ | - | 0.70 | - |
| $F_3 - F_6$ | - | -0.64 | - |

*Retained model.

The lower AIC presented the correlated model compared to the unidimensional model to provide a more accurate description of the EAQ data. Factor correlations above 0.80 may imply poor discriminant validity (Brown, 2015). Factor correlations in the model were observed to be both positive and negative; less than 0.80 means good discriminant validity. The estimated factor loadings on the correlated model were an average of 0.30 and above. CFI (0.88) and TLI (0.86) indices showed that the correlated model had a better solution than the unidimensional model. Brown (2015) suggests that estimating factor correlations provides essential information, such as the existence of redundant factors or a potential higher-order structure. Estimation of the higher-order factor model could provide additional insight.

The comparative fit of the higher-order model was favorable to the correlated model, with a lower value of BIC and SABIC. Both models had CFI and TLI values close to the suggested threshold of 0.90, indicating acceptable levels of fit. Similarly, the RMSEA and SRMR were also acceptable levels of fit for both models. However, given the equally global fit statistics, the higher-order model would be accepted to understand the factor structure. The factor loadings of the higher-order factor on the six sub-factors provided a good summary of them, as seen in Figure 2a. These results indicate that the EAQ is multidimensional.

The overall emotional awareness score was represented by the general factor, while item-group-specific factor scores were represented by the first-order factors. The general factor had reliability coefficients of Cronbach’s $\alpha = 0.55$ and McDonald’s $\omega = 0.63$. For the six sub-factors, the reliability coefficients were McDonald’s $\omega = 0.83, 0.80, 0.74, 0.82, 0.64$, and $0.83$, respectively.

Study II Findings

Table 2 displays the model-fit indices for the four models of BFPT data. It can be seen that all models’ $\chi^2$ $p$-values were statistically significant ($p < .05$). The bifactor model had the best fit according to statistical measures of model-data fit, followed by the higher-order model, the correlated model, and the unidimensional model, which had the poorest fit.
Table 2. Model-Data Fit Indices of Four Models for the BFPT

<table>
<thead>
<tr>
<th>Model-fit</th>
<th>Model-data fit indices</th>
<th>Unidimensional</th>
<th>Correlated</th>
<th>Higher-order</th>
<th>Bifactor*</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \chi^2 (df) )</td>
<td>7208.46 (405)</td>
<td>2195.46 (395)</td>
<td>2335.94 (400)</td>
<td>1973.38 (381)</td>
<td></td>
</tr>
<tr>
<td>AIC</td>
<td>70648.89</td>
<td>65655.89</td>
<td>65786.37</td>
<td>65461.81</td>
<td></td>
</tr>
<tr>
<td>BIC</td>
<td>71054.55</td>
<td>66106.62</td>
<td>66214.56</td>
<td>65975.64</td>
<td></td>
</tr>
<tr>
<td>SABIC</td>
<td>70768.79</td>
<td>65789.11</td>
<td>65912.93</td>
<td>65613.68</td>
<td></td>
</tr>
<tr>
<td>RMSEA</td>
<td>0.16</td>
<td>0.08</td>
<td>0.08</td>
<td>0.07</td>
<td></td>
</tr>
<tr>
<td>SRMR</td>
<td>0.15</td>
<td>0.08</td>
<td>0.09</td>
<td>0.12</td>
<td></td>
</tr>
<tr>
<td>CFI</td>
<td>0.25</td>
<td>0.80</td>
<td>0.79</td>
<td>0.83</td>
<td></td>
</tr>
<tr>
<td>TLI</td>
<td>0.19</td>
<td>0.78</td>
<td>0.77</td>
<td>0.80</td>
<td></td>
</tr>
</tbody>
</table>

Mean (SD) of factor loadings

| General | 0.39 (0.10) | - | 0.36 (0.21) | 0.29 (0.26) |
| F_1     | -           | 0.64 (0.10) | 0.64 (0.09) | 0.65 (0.10) |
| F_2     | -           | 0.63 (0.26) | 0.63 (0.26) | 0.36 (0.11) |
| F_3     | -           | 0.69 (0.19) | 0.69 (0.19) | 0.65 (0.20) |
| F_4     | -           | 0.62 (0.22) | 0.62 (0.22) | 0.60 (0.14) |
| F_5     | -           | 0.69 (0.11) | 0.69 (0.11) | 0.66 (0.12) |

Factor correlations

| F_1, F_3 | -            | 0.37           | -            | -            |
| F_1, F_2 | -            | 0.31           | -            | -            |
| F_2, F_4 | -            | 0.46           | -            | -            |

*Retained model.

The average factor loadings on the unidimensional model were 0.39, indicating a mean explanation of 16% of the variance of the observed variables. The observed variables were related to a primary factor in the unidimensional model. For the correlated model, the estimated factor loadings were an average of 0.62 and above. The average of the item loadings for the first-order factors in the higher-order model was the same as those in the correlated model. In the bifactor model, the average loading on the general factor (0.29) was close to that of the unidimensional model (0.39); however, the mean loadings for the grouping factors were between 0.36 and 0.66, indicating that there might be evidence of multidimensionality for the construct of interest.

The lower AIC and BIC presented the correlated model compared to the unidimensional model to provide an accurate description of the BFPT data. Comparative fit indices of the correlated model -CFI (0.80) and TLI (0.78)- indicated a better solution to the data. It seemed to be a better model improvement. Factor correlations in the model were both positive and negative; less than 0.80 implied good discriminant validity. The comparative fit of the higher-order model was not favorable to the correlated model, with a higher score of AIC, BIC, and SABIC. The higher-order model was far from the suggested threshold of 0.90 for CFI and TLI. The correlated and higher-order models had acceptable levels of fit on the RMSEA and SRMR. Further investigation of multidimensionality, the data were modeled using the bifactor model.
Figure 2. Final Model Diagrams for the EAQ and BFPT Data

The bifactor model demonstrated a better solution than the higher-order factor model, with lower AIC, BIC, and SABIC values. The bifactor model was the closest to the threshold of 0.90 for CFI and TLI. Additionally, the bifactor model showed better RMSEA value compared to the higher-order model. Therefore, the bifactor model was chosen to understand the BFPT factor structure. In the bifactor model, the grouping factor estimates indicated the degree of shared variance between group items after accounting for the general factor (Dunn & McCary, 2020). For the first grouping factor (F1), item loadings were greater than 0.50, with a mean of 0.65 which means that the grouping factor explains more than 40% of the observed variance across items associated with the first factor. It indicated a systematic deviation from the variance explained by the general factor. Overall, the mean loadings on the other grouping factors were 0.36, 0.65, 0.60, and 0.66, which indicates that, separately, around 40% of the observed variance in each group of items could be explained by grouping factors. These findings provided some evidence of the multidimensionality of the BFPT. Figure 2b gives factor loadings diagrams for the bifactor model.

The general factor indicated overall personality trait scores; grouping factors indicated item-specific factor scores. The reliability coefficients of the general factor were Cronbach’s $\alpha = 0.83$ and McDonald’s $\omega = 0.85$. The reliability coefficients of the first sub-factor were McDonald’s $\omega = 0.81$; 0.84 for the second sub-factor; 0.85 for the third sub-factor; 0.80 for the fourth sub-factor, and 0.85 for the fifth sub-factor.

**DISCUSSION AND CONCLUSION**

The results show that the simultaneous use of alternative factor analytic models can potentially provide invaluable information that might be overlooked if only one model were to be used when investigating the dimensional structures of the constructs measured. The two illustrative examples provided in this paper show that such an investigative approach might be especially suited for studies involving measurements of social-emotional competencies. The illustrative examples demonstrate that employing different methodologies can significantly improve both the conclusions drawn about dimensionality structures and the interpretations of the measurements. In this study, the results of the unidimensional model were not suited for both scales due to the multidimensional structures. Therefore, we preferred the multidimensional CFA models to test the structures of the scales. The first study provided evidence of the multidimensionality of the EAQ, as demonstrated by the fit statistics of the higher-
order model. The results of the higher-order factor model supported the idea that the EAQ had a multidimensional construct, indicating that first-order and higher-order scores could be reported separately. The second study examined the dimensionality of the BFPT factors. Again, we got some evidence of the multidimensionality of the BFPT. The fit of the bifactor model indicated the need to report sub-scores for personality traits (i.e., extraversion, agreeableness, and so on) and general factor score. The results show that different CFA models were better suited for the multidimensional structures measured by the two studies.

The identification of multidimensionality is frequently used as both necessary and sufficient justification for reporting and scoring subscale scores (Reise et al., 2013). Selecting the appropriate measurement model is important for both accurately reporting scores and evaluating the reliability of those scores (Brunner et al., 2012). Total scores are typically more reliable as they are based on a larger number of items, whereas subscale scores, which are used when the construct of interest is multidimensional, may be based on a smaller number of items and may, therefore, be somewhat less reliable. Nonetheless, sub-scores are often sought after by the stakeholders due to the common perception that (a) sub-scores would provide credible information about the examinee's strengths and weaknesses, and (b) the examinee would work harder on the categories on which he/she performed poorly and hence, might improve in those areas (SinhaRay et al., 2011). For these perceptions, at least reasonably, to be accurate, it is highly recommended that evidence of adequate sub-scale score reliability and validity arguments must be established and presented. In the reliability context, the findings showing a better fit for the higher-order model for the EAQ scale support that the EAQ sub-scale scores could be preferred considering their higher reliability compared to those of the total scores. For the BFPT data, however, the bifactor model findings support that the sub-scale scores and general factor scores are comparable in their reliabilities, and, hence, the total score and the subscale scores could be reported. The group factors in the bifactor model (in this case, extraversion, agreeableness, etc.) were represented by a common source of variance, controlling for the common variance explained by the general factor, i.e., the personality trait. A similar finding was also reported by Nguyen and Biderman’s (2013) studies associated with BFPT dimensionality.

Although many educational and psychological measures are designed primarily to scale individuals on a single construct, many psychological traits (e.g., social-emotional competencies) often are theoretically defined to have sub-traits (corresponding measures to be captured by several items) (Rodriguez et al., 2015). Consequently, many common psychological measurement tools (tests or scales) consisting of multiple items can be suspected to be multidimensional, at least to some extent. Hence, social science researchers are recommended to initiate their own investigations into the structure underlying response data they collected using tests or scales that might be multidimensional to some extent (Gustafsson & Åberg-Bengtsson, 2010). At this point, it is crucial that the proper statistical modeling tools are used for the intended score interpretations (Brunner et al., 2012).

Some CFA models help the evidence-gathering process for the multidimensionality of the construct. The bifactor model allows the researcher to investigate the assumption of a combination of general and domain-specific abilities (Dunn & McCary, 2020). It is stated that the bifactor model can be understood as complementary to the higher-order model. In the higher-order model, superordinate factors influence subordinate factors, but in the bifactor model, superordinate factors influence observed variables (Markon, 2019). Gustafsson and Åberg-Bengtsson (2010) highlight that both models share two types of factors, and the difference between models lies in whether a simple or complex structure is retained. The bifactor model is more complicated as a latent structure than the higher-order model.

Limitations

This paper mainly conducted CFA model analyses to investigate social-emotional competencies’ factor structures. The CFA techniques presented here are relevant to any measure where researchers debate its dimensional structure and ask whether total or subscale scores should be reported or used in their research. Albeit limited to four models and two data sets, the findings might be useful to researchers who are interested in alternative ways of studying scale dimensionality. Through the illustrative examples, each of which came to substantively different conclusions about the dimensionality of the test or scale, it was hoped that an example for the usage of the alternative factor analytic modeling in psychological assessment research had been provided, and recommendations have been given on how to approach inference from the model.
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