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ABSTRACT: There have been numerous studies on the control of quadcopters. These studies mainly aim 

to control the flight behavior of quadcopters. To achieve this, researchers have been developing new tools 

and testing new methods. One of the developed tools is the 3-DOF Hover system, which enables 

researchers to analyze the flight behaviors of quadcopters, such as roll, pitch, and yaw, even in a physically 

limited area or only in a computer environment. The control method applied in the control of the 3-DOF 

Hover system has been determined by the manufacturer as Linear-Quadratic Regulator (LQR). LQR has 

control parameters that are complex to calculate. This complex calculation process creates an optimization 

problem. Beyond controlling the 3-DOF Hover system using LQR, this study focuses on calculating the 

complex control parameters of LQR using optimization algorithms when controlling a dynamic system 

with LQR. 

This study includes well-known algorithms such as Genetic Algorithm (GA), Particle Swarm 

Optimization (PSO), and Simulated Annealing (SA), as well as an innovative approach known Gray Wolf 

Optimization (GWO). These algorithms were selected due to their proven effectiveness in various studies. 

Based on the results obtained from these algorithms, a hybrid algorithm incorporating SA and GWO is 

proposed. The aim of this hybrid algorithm is to combine the advantages of different methods and achieve 

a more effective and efficient optimization process. The mentioned hybrid algorithm, obtained by 

combining SA and GWO, is named hSA-GWO. This hSA-GWO is compared with traditional algorithms, 

and the comparison results show that the proposed hybrid algorithm can be used as an alternative and 

competitive method for controlling the flight behaviors of quadcopters. 

 

Keywords: Hybrid Algorithm, LQR Control, Optimization Algorithms, Quadcopter 

1. INTRODUCTION 

Unmanned aerial vehicles with four rotors are called quadcopters. Unlike fixed-wing aircraft, they are 

difficult to control. However, they offer advantages such as maneuverability, portability, runway-free 

takeoff, and landing, to their users. Despite the difficulties in controlling them, quadcopters are used in 

many fields due to the advantages they offer. Control methods are used to maximize the benefits of 

quadcopters and minimize their disadvantages [1]–[4]. 

Linear and nonlinear control systems exist, and both approaches are evaluated for quadcopters. 

However, quadcopters are nonlinear systems, unlike fixed-wing aircraft, making linear control methods 

inadequate for controlling them. Therefore, the handicap caused by using linear control methods in 

nonlinear systems needs to be overcome. Researchers have turned to nonlinear control methods for this 

purpose [1]–[13]. One of the control methods considered in this context is LQR control. LQR control is a 

control method that can be applied to both linear and nonlinear systems. Due to difficulties in calculating 

controller parameters, LQR control has not been preferred until recently [1], [8]. 

 The optimization of controller parameters in LQR control is a complex optimization process. 

Initially, this optimization process was conducted using numerical methods. However, difficulties are 

encountered in reaching the ideal solution using numerical methods. When it is realized that the solution 
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obtained by the numerical method is not suitable for the system, minor changes are made to the obtained 

solution using a trial-and-error method to try to reach the ideal solution. In other words, the fate of the 

developed system depended on both the large computational cost caused by numerical methods and the 

luck of the researcher. With the development of high-capacity computers, the computational cost of 

numerical methods is transferred to optimization algorithms. With the help of these processes, complex 

optimization problems can be solved in an applicable time and in a way that is close to being correct [14]–

[17]. As it can be understood, optimizing the controller parameters of LQR is also a complex optimization 

process. Therefore, it is a reasonable solution to use optimization algorithms in optimizing the controller 

parameters of LQR. In addition, many researchers today are optimizing LQR parameters using 

optimization algorithms [1], [8], [9]. 

In this study, a simulation model of the 3-DOF Hover test environment, produced by Quanser which 

is a company developing test systems in various fields, was used [2]. Currently, LQR is applied to this 

system. LQR parameters were optimized using the hSA-GWO algorithm, which is a hybridization of SA 

and GWO, to obtain a better system response. The results obtained were compared with traditional 

methods.  

2. DESCRIPTION OF THE PROBLEM 

In Figure 1, a block diagram representing the optimization processes to be performed in this study is 

given. It can be seen that control will be applied to the 3-DOF Hover system in this diagram. The control 

method used for the system is LQR, which is represented by the 𝐾 block in the diagram. The 𝐾 block is 

not only a block but also a matrix that is the root of the Ricatti Equation. The 𝑄 and 𝑅 matrices, which are 

the control matrices of LQR and are optimized using optimization algorithms, are used in the Ricatti 

Equation to obtain the 𝐾 matrix [18]. 

 

 
Figure 1. Block diagram of the optimization process. 

 

2.1. 3-DOF Hover 

Figure 2 shows the 3-DOF Hover environment developed by the Quanser company. From the image, 

it can be understood that 3-DOF Hover is a system that can be fixed to the ground and does not have the 

ability to fly. Because it cannot fly, unlike quadcopters, it has three degrees of freedom instead of six. With 

this system, the roll, pitch, and yaw movements of quadcopters can be examined in a narrow area. There 

are two different uses of the system. In the first use, the 3-DOF Hover system and a computer are required. 

In this way of using the system, the data generated from the behavior of the real-world system is 

transferred to the computer through a software called Quarc. The second method, which is also preferred 

in this study, focuses only on the model of the system designed in the computer environment. The data 
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obtained in the second method is based on the physical laws and system dynamics defined in the model.  

[1], [2].  

The preference for the second method in this study leads to some disadvantages due to the absence of 

real-world data. For instance, real-world conditions such as wind disturbances are present, which are not 

considered in the simulation environment. Additionally, even though the motors used in the system are 

assumed to be identical, there may be slight differences. These mentioned disadvantages result in a greater 

emphasis on the theoretical aspect of the study. However, simulations allow for a more controlled 

examination of the system's behavior and enable work on various scenarios. In situations where obtaining 

difficult or costly real-world data is challenging, simulations offer a valuable alternative. This study aims 

to focus on model-based analysis of the system, contributing to a general understanding and interpretation 

of theoretical results. 

 

 
Figure 2. 3-DOF Hover [2]. 

 

The model of the 3-DOF Hover system has been designed in MATLAB/Simulink, which is an accepted 

program by the researchers. Additionally, the 3-DOF Hover system has been the subject of many studies 

[1], [2], [8]. The state-space matrices used in the modeling of the system in MATLAB/Simulink program 

are given in Eqs. (1) – (4) as [1]. The meanings and values of symbols used in these equations are presented 

in Table 1.  

 

𝐴 =

[
 
 
 
 
 
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0]

 
 
 
 
 

 (1) 

𝐵 =

[
 
 
 
 
 
 
 
 
 

0 0 0 0
0 0 0 0
0 0 0 0

−
𝐾𝑡

𝐽𝑦
−

𝐾𝑡

𝐽𝑦

𝐾𝑡

𝐽𝑦

𝐾𝑡

𝐽𝑦
𝐿 × 𝐾𝑓

𝐽𝑝

𝐿 × 𝐾𝑓

𝐽𝑝
0 0

0 0
𝐿 × 𝐾𝑓

𝐽𝑟

𝐿 × 𝐾𝑓

𝐽𝑟 ]
 
 
 
 
 
 
 
 
 

 (2) 

𝐶 = [
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0

] (3) 

𝐷 = [
0 0 0 0
0 0 0 0
0 0 0 0

] (4) 
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Table 1. Parameters of the system [1]. 

Symbol Description Value Unit 

𝑲𝒕,𝒏 Counter rotation propeller torque-thrust constant 0.0036 Nm/V 

𝑲𝒕,𝒄 Normal rotation propeller torque-thrust constant 0.0036 Nm/V 

𝑲𝒇 Propeller force-thrust constant 0.1188 N/V 

𝒍 Distance between pivot to each motor 0.197 m 

𝑱𝒚 Equivalent moment of inertia about the yaw axis 0.110 kgm2 

𝑱𝒑 Equivalent moment of inertia about the pitch axis 0.0552 kgm2 

𝑱𝒓 Equivalent moment of inertia about the roll axis 0.0552 kgm2 

 

2.2. Linear-Quadratic Regulator (LQR) 

LQR is used in the control of 3-DOF Hover. Besides being a control method that can be applied to both 

linear and nonlinear systems, LQR stands out as a state feedback control method. In contrast to output 

feedback control methods, all state space variables such as speed, acceleration, and angle can be controlled 

instead of a single output variable in LQR. For example, a linear control method such as PID control 

receives feedback from the output signal, but this is not the case in LQR. With LQR, it is possible to access 

and control all designated state variables of the system. A block diagram of the operation of LQR control 

is given in Figure 3. It is clearly seen here that LQR is a state feedback control method. 

 

 
Figure 3. LQR diagram. 

 

To apply LQR, it is necessary to obtain the mathematical model of the system. The state-space matrices 

formed in Eqs. (1) – (4) represent this mathematical model, and the model created is used in Eq. (5). The 

goal here is to express the time derivative of the system's state variables in terms of state variables, so that 

the state variables of the system can be controlled separately with LQR [18]. 

 

�̇� = 𝐴𝑥 + 𝐵𝑢 (5) 

𝑢 = −𝐾𝑥 (6) 

 

The cost function of LQR control is as shown in Eqs. (7) – (9). Here, 𝑥 represents the time-varying state 

variable of the system, 𝑢 represents the time-varying control signal, and 𝑄 and 𝑅 represent the LQR 

controller parameters. LQR control aims to achieve maximum gain with minimum cost using these 

equations. 

 

𝐽 = ∫ (𝑥𝑇𝑄𝑥 + 𝑢𝑇𝑅𝑢)𝑑𝑡
∞

0

 (7) 

𝑥[𝑘 + 1] = 𝐴𝑥[𝑘] + 𝐵𝑢[𝑘] (8) 

𝐽 = ∑(𝑥𝑇𝑄𝑥 + 𝑢𝑇𝑅𝑢)

∞

𝑘=0

 (9) 
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To minimize this cost function, the Ricatti Equation obtained in Eqs. (12) is used. Here, 𝐾 represents 

the root of the equation. It should be noted that the control signal is generated using 𝐾 and state variables 

in Eq. (6). Although the operations may seem complex, the LQR control can easily be applied to the system 

using the “lqr” function developed by MATLAB company. 

 

0 = 𝐴𝑇𝑃 + 𝑃𝐴 − 𝑃𝐵𝑅−1𝐵𝑇𝑃 + 𝑄 (10) 

0 = 𝐴𝑇𝑃𝐴 − 𝑃𝐴𝑇𝑃𝐵(𝐵𝑇𝑃𝐵 + 𝑅)−1𝐵𝑇𝑃𝐴 + 𝑄 (11) 

𝐾 = (𝐵𝑇𝑃𝐵 + 𝑅)−1𝐵𝑇𝑃𝐴 (12) 

 

2.3. Preparing The System for Optimization 

In this study, the hSA-GWO method is used to optimize the 𝑄 and 𝑅 parameters of LQR. The 𝑄 and 𝑅 

parameters already provided by the manufacturer for the device are given in Eqs. (13) and (14) [3]. 

 

𝑄 =

[
 
 
 
 
 
500 0 0 0 0 0
0 350 0 0 0 0
0 0 350 0 0 0
0 0 0 0 0 0
0 0 0 0 20 0
0 0 0 0 0 20]

 
 
 
 
 

  (13) 

 𝑅 = [

0,01 0 0 0
0 0,01 0 0
0 0 0,01 0
0 0 0 0,01

] (14) 

 

𝑄 and 𝑅 parameters are matrices with positive real numbers in their diagonal elements (except for the 

fourth row and fourth column of the 𝑄 matrix, which can be zero). The other elements of the matrices have 

zero values and do not need to be optimized. In summary, there are ten parameters that need to be 

calculated by optimization algorithms. The parameters to be optimized are named in Eqs. (15) and (16). 

 

𝑄 =

[
 
 
 
 
 
𝑞11 0 0 0 0 0
0 𝑞22 0 0 0 0
0 0 𝑞33 0 0 0
0 0 0 𝑞44 0 0
0 0 0 0 𝑞55 0
0 0 0 0 0 𝑞66]

 
 
 
 
 

  (15) 

 𝑅 = [

𝑟11 0 0 0
0 𝑟22 0 0
0 0 𝑟33 0
0 0 0 𝑟44

] (16) 

 

2.3.1. Formation of Search Space 

Optimization algorithms perform a search operation on a search space. The search space to be used in 

this study was determined based on the values provided by the Quanser company for the device in Eqs. 

(13) and (14). The search space is given in Table 2. Default Quanser parameters and the created search 

space.. System parameters are very important in any control system. If the system parameters are 

incorrectly determined in control systems, the systems can easily fail. To cope with this situation, control 

system designers use saturation blocks in the control system they design. In the "3-DOF Hover" system 

whose simulation files are used in this study, saturation blocks are also used by the system designer. 

Therefore, in this study, the search space was kept large and parameters that would cause the system to 

exhibit undefined behavior, such as division by zero error, were excluded from the search space.  
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Table 2. Default Quanser parameters and the created search space. 

 𝑞11 𝑞22 𝑞33 𝑞44 𝑞55 𝑞66 𝑟11 𝑟22 𝑟33 𝑟44 

Qua [2] 500 350 350 0 20 20 0.01 0.01 0.01 0.01 

Max 700 500 500 20 50 50 2 2 2 2 

Min 1 1 1 0 0.01 0.01 0.01 0.01 0.01 0.01 

 

The lower and upper limits are sufficient due to the parametric proportionality of the LQR controller. 

The proportionality mentioned here can be explained with a simple example as follows. The current 

control parameters of the system are [500 350 350 0 20 20 20 0.01 0.01 0.01 0.01 0.01]. If these parameters 

were applied to the system by multiplying them by a coefficient - for example, if the coefficient were 2, 

then the control parameters would be [1000 700 700 0 40 40 0.02 0.02 0.02 0.02] - there would be no 

change in the control response of the system. 

Finally, the algorithms will be run for 200 iterations and a population size of 50, as described in the 

following pages. Therefore, in order to determine the final parameter, 10000 solution sets will be applied 

to the system and simulated. Here, very bad parameters can also be generated for the control of the system. 

However, in this study, such parameters are also needed to remove the system from local minima. For 

example, this provides genetic diversity in the genetic algorithm. 

Optimization algorithms try to find the most suitable solution for the system in the created search 

space by means of metaheuristics. To be able to perform this process, it is necessary to express the problem 

appropriately. The expressed problem must be in a form that the algorithm can understand. In short, a 

problem descriptor is required. This problem descriptor is called the objective function. 

  

2.3.2. Formation of Objective Function 

A properly constructed objective function will aid in the metaheuristics of the algorithm, enabling the 

evaluation of better solutions instead of poor solutions in the search space. The objective function created 

for this problem is given in Eq.(17). The objective function created includes some parameters that are 

important for dynamic systems [19]. The meanings of these parameters used in the equation are explained 

in Table 3. 

 
𝐽𝑒 = (𝜃𝑅𝑟𝑡 + 𝜃𝑃𝑟𝑡 + 𝜃𝑌𝑟𝑡 + 𝜃𝑅𝑠𝑡 + 𝜃𝑃𝑠𝑡 + 𝜃𝑌𝑠𝑡 + 𝜃𝑅𝑝𝑡 + 𝜃𝑃𝑝𝑡 + 𝜃𝑌𝑝𝑡 + 𝜃𝑅𝑜𝑠 + 𝜃𝑃𝑜𝑠 + 𝜃𝑌𝑜𝑠

+ 𝜃𝑅𝑝 + 𝜃𝑃𝑝 + 𝜃𝑌𝑝 + 𝜃𝑅𝑛 + 𝜃𝑃𝑛 + 𝜃𝑌𝑛) 
(17) 

 

Table 3. The meanings of the expressions in the objective function. 

Roll Pitch Yaw 

Rise 

time 

(sec) 

Settling 

time 

(sec) 

Peak 

time 

(sec) 

Rise 

time 

(sec) 

Settling 

time 

(sec) 

Peak 

time 

(sec) 

Rise 

time 

(sec) 

Settling 

time 

(sec) 

Peak 

time 

(sec) 

𝜃𝑅𝑟𝑡 𝜃𝑅𝑠𝑡 𝜃𝑅𝑝𝑡 𝜃𝑃𝑟𝑡 𝜃𝑃𝑠𝑡  𝜃𝑃𝑝𝑡 𝜃𝑌𝑟𝑡 𝜃𝑌𝑠𝑡 𝜃𝑌𝑝𝑡 

Over 

shot 

(degree) 

Peak 

(degree) Norm 

Over 

shot 

(degree) 

Peak 

(degree) Norm 

Over 

shot 

(degree) 

Peak 

(degree) Norm 

𝜃𝑅𝑜𝑠 𝜃𝑅𝑝 𝜃𝑅𝑛 𝜃𝑃𝑜𝑠 𝜃𝑃𝑝 𝜃𝑃𝑛 𝜃𝑌𝑜𝑠 𝜃𝑌𝑝 𝜃𝑌𝑛 

 

The fitness value is calculated using the objective function. In this study, the aim is to achieve the 

fastest rise time of the system response without maximum overshoot and steady-state error. This can be 

achieved by minimizing the fitness value. The term 'minimization' is used in optimization processes of 

this kind.  
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System response obtained when the default 𝑄 and 𝑅 parameters are applied to the system by the 

manufacturer are shown in Figure 4. These system responses are obtained without any optimization 

process. The objective function created will try to make these system responses more optimum. 

 

 
Figure 4. System responses obtained using default Quanser parameters [2]. 

 

A dynamically optimum system will try to produce the most ideal output signal against the input 

signal given to it. For optimum conditions, the output signal must closely follow the input signal. In other 

words, the better the input signal covers the output signal, the more controlled the system is operating. 

3. THE PROPOSED HYBRID ALGORITHM 

In this study, a hybrid algorithm (hSA-GWO) containing SA and GWO has been developed for solving 

the problem under investigation. Hybrid algorithms arise from the combination of two algorithms that 

solve the same problem. The aim of this process is to simultaneously benefit from the unique advantages 

of both algorithms. With the performed hybridization process, both SA's ability to overcome local optimal 

solutions and GWO's early generation of satisfactory solution sets are aimed to be utilized at the same 

time [20], [21].  

The pseudocode of the developed hSA-GWO algorithm along with some abbreviations is provided in 

Algorithm 1. The developed hSA-GWO works as follows: The population size and iteration number are 

determined for the GWO section of the hSA-GWO. Starting temperature, ending temperature, and the 

number of trials parameters are determined for the SA section of hSA-GWO. Similar to GWO, hSA-GWO 
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also starts with a randomly generated population and the fitness value of the solutions in the population 

is calculated. Additionally, the positions of the alpha, beta, and delta wolves are determined as in GWO.  

 

Algorithm 1. HSA-GWO algorithm pseudocode. 

/*  

Abbreviations:  

dimention of problem = 𝑑, number of iteration = 𝑔𝑛, number of population = 𝑝𝑛,  

number of trial = 𝑡𝑛, start temperature = 𝑡𝑠, end temprature = 𝑡𝑒, 

alpha candidate wolf = acw, beta candidate wolf = bcw,  

delta candidate wolf = dcw, annealed alpha wolf = aaw,  

annealed beta wolf = abw, annealed delta wolf = adw,  

real alpha wolf = raw, real beta wolf = rbw,  

real delta wolf = rdw, alpha wolf fitness = awf,  

beta wolf fitness = bwf, delta wolf fitness = dwf  

*/ 

Input: The parameters 𝑑, 𝑎, 𝑔𝑛, 𝑝𝑛, 𝑡𝑛, 𝑡𝑠, 𝑡𝑒 

Output: The best solution set, The best fitness value 

1 Begin 

2   initialize_parameters () 

3   define (search_space) 

4   𝑡𝐺𝑊𝑂 = 𝑡𝑠 

5   𝑓𝑟𝑎𝑐𝐺𝑊𝑂  =  ( 𝑡𝑒/  𝑡𝑠) ^ (1 / (𝑔𝑛 –  1)) 

6   𝑝 = generate_initial_wolf_position () 

7   𝑝 = limitation_search_space (𝑝) 

8   𝑓 (𝑝𝑖)  = calculate_fitness_value (𝑝𝑖) 

9   determination (awc, bwc, dwc) 

10   [aaw, abw, adw] = apply_sa (awc, bwc, dwc) 

11   [raw, rbw, rdw] = sort (aaw, abw, adw)   

12   while (ts < te) 

13     𝑝 = generate_gwo_population (raw, rbw, rdw) 

14     𝑝 = limitation_search_space (p) 

16     𝑓 (𝑝𝑖) = calculate_fitness_value (pi) 

17     determination (awc, bwc, dwc) 

18     [aaw, abw, adw] = apply_sa (awc, bwc, dwc) 

19     𝑡𝐺𝑊𝑂  =  𝑡𝐺𝑊𝑂  ∗ 𝑓𝑟𝑎𝑐𝐺𝑊𝑂  

20     [raw, rbw, rdw] = sort (aaw, abw, adw)   

21   end while 

22 Finish 

 

The determined wolf positions here, however, are not directly used. Therefore, the determined wolf 

positions are expressed as “candidate wolf positions” in this study. For example, the alpha wolf position 

obtained as a result of this process is referred to as the “alpha candidate wolf position – (acw)”. The best 

position set is determined as the acw, the second-best position set as the beta candidate wolf's position 

(bcw) and the third-best position set as the delta candidate wolf's position (dcw). First, SA is applied 

separately for each of the determined candidate wolf positions. To apply SA to the candidate wolf 

positions, a variable named t is created to represent the current temperature value. The start temperature 

is assigned to this 𝑡 variable. The cooling coefficient created in Eq. (18) is used with Eq. (19) to reduce the 

value of 𝑡 temperature during the defined number of trials. Here, 𝑓𝑟𝑎𝑐𝑆𝐴 represents the cooling coefficient 
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used for the SA section of the hSA-GWO, 𝑡𝑒 represents the ending temperature, 𝑡 represents the current 

temperature, and 𝑡𝑛 represents the number of trials.  

 

𝑓𝑟𝑎𝑐𝑆𝐴 = (
𝑡𝑒
𝑡
)

1
𝑡𝑛−1

 (18) 

𝑡 = 𝑡 × 𝑓𝑟𝑎𝑐𝑆𝐴 (19) 

 

A loop is created for a predetermined number of trials. Within this loop, the SA procedure, 

respectively, are applied to candidate wolf positions. The loop will end when the number of trials is 

reached. Additionally, the equations used ensure that the current temperature is lower than the finishing 

temperature when the specified number of trials is reached. In other words, the loop can be terminated 

when the calculated current temperature is less than the finishing temperature. Following the operation, 

alpha, beta, and delta wolves with SA applied are obtained. These SA-applied positions obtained are 

named as “annealed wolf” in this study. For example, the SA-applied alpha candidate wolf position is 

named “annealed alpha wolf – (aaw)”. At the end of the SA section, aaw is obtained by applying SA to 

acw. The start temperature is assigned to the variable 𝑡 again. The same process is applied for bcw and 

dcw, as a result, “annealed beta wolf – (abw)” and “annealed delta wolf – (adw)” are obtained. 

The fitness values of the wolves that have undergone SA may have changed. Therefore, their fitness 

values should be reevaluated. Thus, the fitness values of the annealed wolves are sorted in ascending 

order. As a result of the sorting process, the best solution is determined, and it is named as “real alpha 

wolf – (raw)” in this study. Similarly, the second-best solution is determined as “real beta wolf – (rbw)” 

and the third best solution as “real delta wolf – (rdw)”. The starting temperature is reduced using Eq. (20) 

by using the cooling coefficient given in Eq. (21). Here, 𝑓𝑟𝑎𝑐𝐺𝑊𝑂 represents the cooling coefficient used for 

the GWO section of the hSA-GWO, 𝑡𝑒represents the ending temperature, 𝑡𝑠 represents the starting 

temperature, and 𝑔𝑛 represents the number of iterations. 

 

𝑓𝑟𝑎𝑐𝐺𝑊𝑂 = (
𝑡𝑒
𝑡𝑠

)

1
𝑔𝑛−1

 (20) 

𝑡𝑠 = 𝑡𝑠 × 𝑓𝑟𝑎𝑐𝐺𝑊𝑂 (21) 

 

The wolf population for the new iteration is obtained using raw, rbw, and rdw. The hybridization 

process described above is applied to the newly generated wolf population, and the hybridization process 

is repeated for the number of iterations. In summary, there is one outer loop and three inner loops in the 

hSA-GWO. GWO operates in the outer loop, and SA operates in the inner loops, provided that the initial 

temperatures are equal. 

4. EXPERIMENTAL STUDIES 

4.1. Algorithms Used in the Comparison 

The performance of the hSA-GWO algorithm was compared with the performances of the GA, PSO, 

SA, and GWO algorithms. The operators and parameter values used in these algorithms were explained 

below.  

GA was created by modeling the natural selection, crossover, and mutation processes occurring in 

evolutionary processes [14]. In this implementation, the real-coded version of GA was used. A special 

multi-point crossover method was used for GA, different from its usage in the literature. The crossover 

method used is given in Eqs. (22) and (23). 

 

𝑐ℎ𝑟𝑜𝑚𝑜𝑠𝑜𝑚𝑒1𝑛𝑒𝑤 = 𝑐ℎ𝑟𝑜𝑚𝑜𝑠𝑜𝑚𝑒1 × 𝛼 + (1 − 𝛼) × 𝑐ℎ𝑟𝑜𝑚𝑜𝑠𝑜𝑚𝑒2 (22)  

𝑐ℎ𝑟𝑜𝑚𝑜𝑠𝑜𝑚𝑒2𝑛𝑒𝑤 = 𝑐ℎ𝑟𝑜𝑚𝑜𝑠𝑜𝑚𝑒2 × 𝛼 + (1 − 𝛼) × 𝑐ℎ𝑟𝑜𝑚𝑜𝑠𝑜𝑚𝑒1 (23)   
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As the problem involves ten elements, single-point and two-point crossover operations commonly 

used in the literature are insufficient. To overcome this limitation, A multi-point crossover method similar 

to the one described in the literature was utilized. The value denoted by α represents a randomly 

generated number between [-0.05, 0.05]. 

The crossover rate (cr) and mutation rate (mr) in GA are crucial parameters significantly affecting the 

quality of the search process. Both parameters theoretically can be selected from the range [0, 1]. Empirical 

studies indicate better results when the crossover rate exceeds 0.75 and the mutation rate is below 0.10 

[22]. It is critical to select appropriate parameter values to ensure the effective functioning of GA for a 

given problem. Hence, A test scenario was established with the crossover rates set to 0.75, 0.85, and 0.95, 

and the mutation rates set to 0.03, 0.05, and 0.07, respectively. Nine scenarios were generated. Each 

scenario was run three times with 100 iterations and 50 populations. Table 4 shows the obtained results, 

with 'Best' and 'Worst' indicating the highest and lowest fitness values in all runs, respectively. 'Avg.' 

represents the average fitness value of all runs. As can be seen from the table, better results were obtained 

when the crossover rate was 0.85 and the mutation rate was 0.07. 

 

Table 4. The results obtained for different cr and mr values of GA. 

 scen.1 scen.2 scen.3 scen.4 scen.5 scen.6 scen.7 scen.8 scen.9 

 

cr=0.75 

mr=0.03 

cr=0.75 

mr=0.05 

cr=0.75 

mr=0.07 

cr=0.85 

mr=0.03 

cr=0.85 

mr=0.05 

cr=0.85 

mr=0.07 

cr=0.95 

mr=0.03 

cr=0.95 

mr=0.05 

cr=0.95 

mr=0.07 

Avg. 43.1685 43.1460 40.5917 42.4631 40.7681 40.4742 41.5950 41.0700 41.3856 

Best 40.0128 40.7031 40.3187 41.1961 38.2624 40.1983 38.8629 38.2745 39.4478 

Worst 45.1583 44.4829 40.8501 44.1879 43.2103 40.9879 43.8623 44.3430 44.2344 

 

PSO, a search method developed by taking inspiration from the social behaviors of living creatures 

that live in flocks. This algorithm uses a swarm intelligence-based approach [15]. In this study, PSO was 

applied as described in the literature. However, unlike the literature, only a limitation was imposed on 

the velocity value. According to this limitation, a particle's velocity will be between -20% and +20% of the 

maximum position value that the particle can take. For example, the maximum position value that the 𝑞11 

element of the solution set can take is 700. Therefore, the maximum velocity that a 𝑞11 particle can reach 

is +140 units, and the minimum velocity value is -140 units. This means that, for example, a 𝑞11 particle 

with a current position of 250 can have a next position between the minimum value of 110 and the 

maximum value of 390. 

In PSO, like in GA, there are parameters that directly affect the algorithm's performance. These 

parameters are the cognitive component (c1), social component (c2), and inertia weight (w). In the 

literature, various methods were used to optimize these parameters. In this study, c1 and c2 were chosen 

to be equal to each other, and their values are 1.50, 1.75, and 2.00, respectively. The w value was created 

geometrically to decrease from 1 to 0.5, from 0.9 to 0.4, and from 0.8 to 0.3, respectively. Nine different 

scenarios have been created in total. Each scenario was run three times with 100 iterations and 50 

populations. The results are presented in Table 5. According to this table, scenario 1 works well for PSO. 
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Table 5. The results obtained for different c and w values of PSO. 

 scen.1 scen.2 scen.3 scen.4 scen.5 scen.6 scen.7 scen.8 scen.9 

 

c1,2 = 

1.50 

w = 0.8 

to 0.3 

c1,2 = 

1.50 

w = 0.9 

to 0.4 

c1,2 = 

1.50 

w = 1 to 

0.5 

c1,2 = 

1.75 

w = 0.8 

to 0.3 

c1,2 = 

1.75 

w = 0.9 

to 0.4 

c1,2 = 

1.75 

w = 1 to 

0.5 

c1,2 = 

2.00 

w = 0.8 

to 0.3 

c1,2 = 

2.00 

w = 0.9 

to 0.4 

c1,2 = 

2.00 

w = 1 to 

0.5 

Avg. 27.8970 36.3531 34.1600 28.1666 32.9110 30.4122 28.3296 32.5397 30.3248 

Best 27.7259 34.1887 28.4640 27.9749 28.6407 27.9180 27.8047 29.9864 27.8553 

Worst 27.9910 37.5576 41.7170 28.3460 36.6938 34.8586 29.2942 34.1673 34.7977 

 

The annealing process of metals has been mimicked to develop SA and solve nonlinear problems. SA’s 

most significant advantage lies in its structure, which prevents it from becoming trapped in local minima 

[16]. Various methods have been proposed to adjust the temperature reduction in SA [23]. In this study, a 

geometric cooling method is employed. Two cooling coefficients (𝑓𝑟𝑎𝑐1 and 𝑓𝑟𝑎𝑐2) are utilized for SA. 

𝑓𝑟𝑎𝑐1 is used in the main loop to decrease the initial temperature at the end of each iteration, while 𝑓𝑟𝑎𝑐2 

is used in inner loop, known as the testing process, to reduce current temperature. Eqs. (24) - (27) describe 

how the cooling coefficients are calculated and utilized, where 𝑡𝑒 represents the ending temperature, 𝑡𝑠 

represents the starting temperature, gn represents the iteration number, and tn represents the testing 

number.  

 

𝑓𝑟𝑎𝑐1 = (
𝑡𝑒
𝑡𝑠

)

1
𝑔𝑛−1

 (24) 

𝑡𝑠 = 𝑡𝑠 × 𝑓𝑟𝑎𝑐1 (25) 

𝑓𝑟𝑎𝑐2 = (
𝑡𝑒
𝑡
)

1
𝑡𝑛−1

 (26) 

𝑡 = 𝑡 × 𝑓𝑟𝑎𝑐2 (27) 

 

In this study, trials were conducted using different values for the starting and ending temperatures, 

which are the parameters of SA, in order to optimize them. For example, various studies were conducted 

using values between 1000 and 100 for the starting temperature and between 0.01 and 0.001 for the ending 

temperature. However, no significant difference was observed in the results of the trials. Therefore, the 

starting temperature was set to 100 and the ending temperature to 0.01.  

GWO is an optimization algorithm based on the hunting behavior of gray wolves in nature. This 

algorithm has been applied in this study as described in the literature [17]. All of the described algorithms 

were run ten times under equal conditions with the parameters outlined in Table 6. 
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Table 6. The parameters used in the algorithms. 

Algorithms 

Search 

Agents 

Number of 

Iterations Parameters 

GA 50 200 crossover rate: 0.85, mutation rate: 0.07, crossover method: 

multi-point crossover, α: range of randomly generated 

numbers for multi-point crossover [-0.05 - 0.05]   

PSO 50 200 cognitive component (c1): 1.5, social component (c2): 1.5, 

inertia weight: geometrically decreasing from 0.8 to 0.3 

GWO 50 200 distance control parameter a: linearly decreasing from 2 to 0 

SA 50 200 start temperature: 100, end temperature: 0.01, cooling factor: 

geometric reduction method (it was described) 

hSA-GWO 50 200 distance control parameter a: linearly decreasing from 2 to 0, 

start temperature: 100, end temperature: 0.01, cooling factor: 

geometric reduction method (it was described), trial 

number: 10 

 

4.2. Experimental Results 

All tests conducted within the scope of this study were carried out on a computer equipped with an 

Intel Core i7 4510u processor and DDR3 8 GB RAM. Each algorithm was executed ten times using the 

parameters described earlier and listed in Table 6. As a result of these experiments, ten fitness values were 

obtained for each algorithm. The arithmetic mean, standard deviation, best fitness value, worst fitness 

value, and average elapsed time data associated with these fitness values are presented in Table 7. These 

data allowed for a superficial comparison of the performance of the algorithms. 

For example, when GA was executed ten times, the best fitness value achieved was 33.8631, and no 

better fitness value was obtained. It is observed that the average fitness value obtained by GA is 

comparatively lower than that of the other algorithms, and its standard deviation is also lower. Therefore, 

it can be inferred that GA yielded poorer results in comparison to the other fitness values. Another 

example pertains to SA, where the best fitness value obtained was 27.7106, and the worst fitness value was 

40.9759. Upon examining the average fitness values of SA, it achieved a value of 31.2066, and its standard 

deviation is relatively high. From this, it can be deduced that SA's performance is closer to the worst fitness 

value for only a few fitness values, while it is closer to the best for the others.  

 

Table 7. The results obtained by algorithms. 

 GA PSO SA GWO hSA-GWO 

Avg. fitness  39.3906 33.2920 31.2066 29.5936 28.5446 

Std. deviation. 2.1138 3.9054 4.9310 3.6637 2.2507 

Best fitness 33.8631 27.6717 27.7106 27.5239 27.5006 

Worst fitness 41.8453 38.0265 40.9759 37.9892 35.2547 

Avg. elapsed 

time (sec.)  

1682.0768 1651.0739 1699.7117 1583.6175 2098.8970 

 

When evaluated based on their best results, the performance of the algorithms is in the following order 

from high to low: hSA-GWO, GWO, PSO, SA, and GA. Comparing the algorithms based on the average 

fitness value, the standard deviation value, and the best fitness values, it is observed that hSA-GWO yields 

the best results. On the other hand, when the average time taken is examined, it is seen that hSA-GWO 

gives a worse result than the others. The reason for hSA-GWO appearing to be poor in terms of time is 

due to simulating an additional thirty solutions compared to other algorithms in each iteration. 

A superficial analysis of the fitness values achieved by the algorithms has been conducted up to this 

point. Now a more in-depth analysis will be performed using the optimal values obtained by the 
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algorithms. The third row of  Table 7 provides the best fitness values achieved by the algorithms during 

these studies. The convergence curve for the iterations that produced these fitness values are shown in 

Figure 5. When comparing the convergence curves of the algorithms, it can be seen that hSA-GWO leads 

the race for the most part and wins the competition. The solution sets that resulted in the best fitness values 

reached by the algorithms during these studies are given in Table 8. 

 

 
Figure 5. The convergence curves belong to the iterations where the best fitness values were 

achieved. 

 

Table 8. The best solution sets reached by the algorithms. 

 Quanser GA PSO SA GWO hSA-GWO 

q11 500.0000 549.3473 677.3150 674.8986 696.1097 698.5897 

q22 350.0000 362.2833 472.9308 500.0000 498.2206 499.1072 

q33 350.0000 136.0409 371.8367 55.1683 166.0198 90.8695 

q44 0.0000 1.6330 3.7883 0.0000 3.0516 0.5257 

q55 20.0000 8.1317 10.7165 7.8515 8.9430 7.3262 

q66 20.0000 25.3702 4.6246 0.0475 2.0045 0.7627 

r11 0.0100 0.0100 0.0100 0.0102 0.0100 0.0100 

r22 0.0100 0.0196 0.0202 0.0131 0.0152 0.0128 

r33 0.0100 1.1162 0.0355 0.0100 0.0168 0.0109 

r44 0.0100 0.4970 0.1035 0.0569 0.0610 0.0476 

 

 The system response when applying these solution sets is shown in Figure 6. It can be seen that 

the system response obtained with hSA-GWO reaches the input value given for roll, pitch, and yaw angles 

earlier than the system responses attained with other algorithms, as shown in Figure 6. However, when 

the upper overshoots in roll and yaw angles are examined, it is observed that hSA-GWO exhibits a similar 

upper overshoot as other algorithms. Note that hSA-GWO only performs worse than the other algorithms 

only in the top overshoot. Overall, it is evident from Figure 6 that hSA-GWO demonstrates superiority 

over the others. 
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Figure 6. The response of the system to the application of the best obtained solutions. 

 

Table 9 presents the numerical data supporting hSA-GWO superiority, explained in Figure 6 in the 

previous paragraph. Table 9 provides the settling time and overshoot values for Figure 6. These data are 

obtained using the stepinfo function in the MATLAB program, which evaluates the system response to a 

pulse input signal after the last pulse entry. The stepinfo function is a powerful tool used to assess and 

analyze the behavior of control systems, offering valuable insights into various performance metrics such 

as settling time, overshoot, rise time, and peak time. The settling time refers to the duration when the 

system output remains stable within a 2% range, indicating the stabilization duration of system. A low 

settling time means that the system rapidly approaches the desired setpoint. The stepinfo function also 

provides a significant measure, the overshoot value, representing the percentage by which the system 

response exceeds the desired setpoint. Overshoot occurs when the system output temporarily surpasses 

the target value. This information provides essential guidance for control engineers and system designers 

in optimizing the system and achieving the desired behavior [19]. 

For example, the frequency of the roll input signal is 0.08 hertz. One period consists of positive and 

negative pulses and these pulses last for 6.25 seconds. For the system response obtained with the GWO, 

the roll output signal reaches the settling time at the 0.6289th second after the last pulse (6.25 * 3 + 0.6289). 
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As mentioned in the previous sections, early settling time and low overshoot are targeted in this system. 

Therefore, the data in Table 9 should be evaluated from this perspective. 

 

Table 9. System response data. 

 Settling time (sec.) Overshoot (deg) 

Algorithms Roll Pitch Yaw Roll Pitch Yaw 

GA 1.1952 0.5264 3.3231 0.0085 0.3597 0.4649 

PSO 0.6245 0.5145 3.3587 0.0487 0.1678 0.2702 

SA 0.6427 0.4780 3.2918 0.2602 0.2664 0.3100 

GWO 0.6289 0.4894 3.3073 0.0592 0.2238 0.2789 

hSA-GWO 0.6228 0.4660 3.2838 0.1070 0.2654 0.3021 

  

When considering settling time, hSA-GWO outperforms other algorithms shown in Table 9. In terms 

of overshoot, hSA-GWO never ranks last. This phenomenon stems from the nature of dynamic systems. 

When a dynamic system aims to reach the settling time as rapidly as possible, the overshoot of the system 

is likely to be higher. Multi-objective optimization problems arise when the desired data for attaining the 

optimum point conflict with each other. Therefore, it is crucial to consider all objectives and find a balance 

between them. The main aim is to identify the best parameters to improve the system's performance 

without compromising its current parameters. In other words, the aim is to strike a balance between 

different objectives within the system and determine the most suitable parameters.  

5. CONCLUSION 

This study addresses the problems that arise with the application of LQR to control a complex system 

with three degrees of freedom. The first and most important of these problems is the formation of ten 

different controller parameters arising from three degrees of freedom and the need to calculate them. The 

second difficulty is the impossibility of calculating ten-element optimum solution matrix containing 

control parameters using mathematical methods. For the system to work optimally, it needs to be tested 

in real-world conditions; This requires multiple iterations with different sets of ten solutions each, which 

can be a time-consuming process. This study offers an innovative solution to overcome the mentioned 

problems. 

To make this process possible in a reasonable time, a computer model of the system was used. Within 

the scope of this study, the system was simulated using randomly generated solution sets within a certain 

range in the computer environment using optimization algorithms. Weak solution sets were intelligently 

filtered out and new solution sets were automatically regenerated under certain conditions. As a result, a 

comprehensive search was made within the specified range and the new solution sets created were 

repeatedly applied to the system. As a result of the experiments conducted in the simulation environment, 

it was concluded that the optimization algorithms were superior to each other in different subjects. These 

findings are shared in detail in the Experimental Results section. 

This study, which focuses on the computability of controller parameters with optimization algorithms 

when LQR is applied to a complex system for control purposes, has shown that this is possible. In addition, 

considering the results obtained and the work of the algorithms, it was predicted that better results could 

be obtained by handling the SA and GWO algorithms with a hybrid approach. To test the accuracy of this 

prediction, the SA and GWO algorithms were hybridized. The resulting hSA-GWO algorithm was applied 

to the system under equal conditions with other algorithms and the results were presented impartially. 

As a result, it appears that hSA-GWO has superior performance compared to other algorithms in some 

aspects. 
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