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ABSTRACT  
In recent years, Liquid Time-Constant (LTC) Neural Networks have gained substantial interest 
due to their exceptional ability to accurately model complex, time-dependent data. Although their 
applications in various fields have been explored, the potential of utilizing LTC Neural Networks 
for electromyography-based muscle fatigue or disability detection has not been investigated. This 
research aims to showcase the effectiveness of LTC Neural Networks in addressing challenges 
unique to this domain and to offer new insights into its potential advantages. We employed an 
LTC Neural Network to analyze EMG signals obtained during patient examinations to accomplish 
this objective. We calculated five features from the collected signals, including Mean Absolute 
Value (MAV), Waveform Length (WL), Zero Crossings (ZC), Slope Sign Changes (SSC), and 
Center Frequency (CF). These features were used as input for the LTC Neural Network. The 
network's ability to predict values based on temporal data enabled it to precisely monitor signal 
changes indicative of nerve damage or muscle dysfunction. We compared the performance of the 
LTC Neural Network with traditional methods and other neural network-based techniques in 
detecting muscle fatigue from EMG signals. Our experimental results reveal that the LTC Neural 
Network achieved a high validation accuracy of % 99.72, indicating its effectiveness in identifying 
muscle disability. These findings suggest that LTC Neural Networks have the potential to 
outperform conventional approaches and provide successful results in the field of EMG-based 
muscle fatigue detection. 

EMG Tabanlı Zaman Sabiti Sinir Ağları Kullanarak 
Kas Yorgunluğu Bozukluklarının Tespiti için Yeni Bir 
Yaklaşım 
ÖZ 
Son yıllarda, Akışkan Zaman Sabiti (AZS) sinir ağları, karmaşık, zamana bağlı verileri doğru bir 
şekilde modelleme konusundaki olağanüstü yetenekleri nedeniyle büyük ilgi görmüştür. Çeşitli 
alanlardaki uygulamaları araştırılmış olsa da elektromiyografi tabanlı kas yorgunluğu veya 
sakatlık tespiti için AZS Sinir Ağlarının kullanılma potansiyeli araştırılmamıştır. Bu araştırmanın 
birincil amacı, AZS sinir ağının bu alana özgü zorlukları ele almadaki etkinliğini göstermek ve 
potansiyel avantajlarına dair yeni bilgiler sunmaktır. Bu hedefi gerçekleştirmek için, hasta 
muayeneleri sırasında elde edilen EMG sinyallerini analiz etmek için bir AZS sinir ağı kullandık. 
Toplanan sinyallerden, Ortalama Mutlak Değer, Dalga Biçimi Uzunluğu, Sıfır Geçişleri, Eğim 
İşareti Değişiklikleri ve Merkez Frekansı dahil olmak üzere beş özelliği hesapladık. Bu özellikler, 
AZS sinir ağı için girdi olarak kullanıldı. Ağın zamansal verilere dayalı olarak değerleri tahmin 
etme yeteneği, sinir hasarı veya kas işlev bozukluğunun göstergesi olan sinyal değişikliklerini 
hassas bir şekilde izlemesini sağladı. EMG sinyallerinden kas yorgunluğunu tespit edebilmek için 
AZS sinir ağının performansını geleneksel yöntemlerle ve diğer sinir ağı tabanlı tekniklerle 
karşılaştırdık. Deneysel sonuçlarımız, AZS sinir ağının %99,72'lik yüksek bir doğrulama başarımı 
elde ettiğini ve bunun kas sakatlığını belirlemedeki etkinliğini gösterdiğini ortaya koymaktadır. 
Bu bulgular, AZS sinir ağlarının geleneksel yaklaşımlardan daha iyi performans gösterme 
potansiyeline sahip olduğunu ve EMG tabanlı kas yorgunluğu tespitinde başarılı olduğunu 
göstermektedir
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1. Introduction 
 
Muscle fatigue often occurs during physical activities, leading to diminished performance and an increased 
risk of injury [1, 2]. In the literature, there are various methods to detect fatigue using muscle signals and 
electromyography (EMG) is the most common method  [3]. When muscle contracts, the muscle cells undergo 
depolarization. Similarly, when a motor neuron depolarizes, it generates an electrical signal known as the 
action potential (AP) that travels along the nerve fiber [4]. A motor unit (MU) comprises a single motor 
neuron found in the spinal cord along with all the muscle fibers it controls. When a motor unit is activated, 
the AP travels down the motor neuron and reaches the muscle. The point of connection between the nerve 
and the muscle is referred to as the neuromuscular junction or motor endplate. Once the AP is transmitted 
across the neuromuscular junction, it stimulates all the muscle fibers connected to that specific motor unit. 
The overall outcome of this electrical activity is called a motor unit action potential (MUAP), which can be 
measured using electromyography (EMG) [4]. 
 
When muscles tire and fatigue sets in, the MUAP's features change, and these changes can be detected via 
EMG. Hence, EMG is crucial for fatigue detection as it records these electrical activities (MUAPs) in real time, 
enabling early detection and analysis of muscle fatigue. 
 
Conventional methods for detecting muscle fatigue, such as frequency domain analysis and amplitude-based 
measures, need improved accuracy and real-time detection [5]. Recently, time-constant algorithms are 
garnered attention for accurately modelling complex, time-varying data. 

 
One such algorithm, the Liquid Time-Constant (LTC) Neural Network, has demonstrated promising results 
across various domains, including speech recognition, image processing, and financial forecasting [6] [7]. 
This study investigates the potential of utilizing LTC Neural Networks for muscle fatigue detection using 
electromyography (EMG) signals. 
 
The novelty of our approach stems from employing LTC neural networks for real-time muscle fatigue 
detection, an area not extensively examined in the existing literature. While some studies have explored other 
time-constant algorithms like Echo State Networks [5] and Liquid State Machines for related applications 
such as gait analysis and motion prediction, their performance in muscle fatigue detection remains 
unexplored. 
 
The primary objective of this research is to highlight the effectiveness of LTC Neural Networks in addressing 
challenges specific to muscle fatigue detection, such as time-varying data and noisy EMG signals. By 
harnessing the capabilities of LTC Neural Networks, we aim to develop a system that monitors muscle fatigue 
progression during various physical activities, offering early warning signs to prevent injury. 
 
Through this study, we aspire to present novel insights into the potential advantages of using LTC Neural 
Networks for muscle fatigue detection and set the stage for future research in this field. 
 
2. Related Works 
 
EMG-based muscle fatigue detection has been a subject of interest for researchers for many years. 
Conventional approaches for detecting muscle fatigue using EMG signals are generally categorized into three 
main groups: frequency domain analysis, amplitude-based measures, and time domain features. 
 
Frequency domain analysis is a widely used technique for identifying changes in the spectral content of EMG 
signals during muscle fatigue. The power spectral density of EMG signals is computed using methods such as 
Fast Fourier Transform or Welch's method. As muscle fatigue progresses, the EMG signal's median and mean 
frequency typically decrease while the spectral moments increase. These changes in the spectral content of the 
EMG signal are used to assess the level of muscle fatigue. 
 
Amplitude-based measures focus on the EMG signal amplitude changes during muscle fatigue. As fatigue 
develops, the amplitude of the EMG signal usually increases due to the recruitment of more motor units and 
the increased synchronization of motor unit firing. Common amplitude-based measures include the root 
mean square (RMS), integrated EMG, and average rectified value (ARV). These metrics are used to estimate 
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the intensity of muscle contractions and provide information about the muscle fatigue level. 
 
Time domain features are derived from the EMG signal's temporal characteristics and provide insights into 
muscle contractions' duration and intensity. Some popular time domain features include mean absolute value 
(MAV), waveform length (WL), and zero-crossing rate (ZCR). These features are sensitive to changes in 
muscle activation patterns and are used to detect the onset and progression of muscle fatigue. 
 
While conventional approaches have been widely employed in EMG-based muscle fatigue detection [6], they 
have limitations. For instance, frequency domain analysis is affected by noise and requires a stationary signal 
for accurate results. Amplitude-based measures and time domain features are sensitive to variations in 
electrode placement and skin impedance, which leads to inconsistent results. Additionally, these conventional 
methods are not suitable for real-time detection and may require extensive computational resources, making 
them less ideal for practical applications. 
 
Despite these limitations, conventional approaches have contributed significantly to understanding muscle 
fatigue and its effects on EMG signals. These methods serve as a foundation for developing more advanced 
techniques, such as neural networks and deep learning algorithms, which overcome some limitations and 
improve the accuracy of muscle fatigue detection using EMG signals. 
 
Neural networks have emerged as a popular and effective tool for analyzing EMG signals and detecting muscle 
fatigue. Various types of neural networks have been implemented in EMG-based muscle fatigue detection, 
including feedforward neural networks, recurrent neural networks, and deep learning techniques [8]. 
 
Feedforward neural networks consist of multiple layers of interconnected neurons, where information flows 
in a single direction from the input layer to the output layer. These models have been used to classify EMG 
signals according to different electrode positions on the muscle nerves. Typically, time domain, frequency 
domain, or amplitude-based features are extracted from the EMG signals and used as inputs to the model [9]. 
The model is trained to recognize patterns in the features associated with various stages of muscle fatigue, 
enabling accurate classification [10]. 
 
Recurrent neural networks (RNNs) are a type of neural network that can process data sequences, making 
them suitable for analyzing time-varying signals like EMG. RNNs have been employed to predict the onset 
and progression of muscle fatigue based on EMG signals [11, 12]. Long short-term memory (LSTM) 
networks, a type of RNN, have also been used for muscle fatigue detection. LSTMs are designed to overcome 
the vanishing gradient problem often encountered in traditional RNNs, allowing them to capture long-range 
dependencies in the data effectively. 
 
Deep learning techniques, such as convolutional neural networks (CNNs) and deep belief networks (DBNs), 
have gained popularity in recent years for their ability to learn complex features from raw data automatically 
[13, 14]. CNNs have been applied to EMG-based muscle fatigue detection by automatically extracting relevant 
features from the raw EMG signals [10]. The convolutional layers in a CNN learn to identify local patterns. 
In contrast, the pooling layers reduce the spatial dimensions of the feature maps, making the network more 
robust to variations in the input data. 

 
DBNs, unsupervised deep learning algorithms, have also been employed in muscle fatigue detection using 
EMG signals. DBNs consist of multiple layers of restricted Boltzmann machines (RBMs) and can learn to 
represent the data hierarchically. These networks can automatically extract high-level features from the EMG 
signals, which can be used for classification or prediction tasks. 
 
The implementations of neural networks in EMG-based muscle fatigue detection have shown promising 
results, with higher accuracy and robustness than traditional methods. However, challenges still need to be 
solved regarding computational complexity, interpretability, and the need for large amounts of labelled data 
for training. As research in this area progresses, it is anticipated that neural network-based methods will 
continue to advance and play an increasingly important role in muscle fatigue detection using EMG signals. 
 
Time-constant neural networks, such as Echo State Networks (ESNs), Independent Component Analysis 
(ICA) and Liquid Time-Constant (LTC) Neural Networks, have demonstrated potential for improving the 
performance of EMG-based muscle fatigue detection. These networks have a unique architecture and learning 
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mechanism that allow them to efficiently process time-varying signals, making them well-suited for analyzing 
EMG data. 
 
In EMG-based muscle fatigue detection, ESNs and ICAs have been applied to various tasks, such as predicting 
muscle fatigue onset and classifying the level of muscle fatigue. Studies have shown that these time-constant 
neural networks can outperform traditional methods and other neural network architectures in specific 
applications. For instance, one study compared the performance of ESNs, ICAs, and feedforward neural 
networks for predicting muscle fatigue onset in isometric contractions. The results indicated that ESNs and 
ICAs achieved higher accuracy and lower prediction errors than feedforward neural networks. 
 
In one study, ICAs were used to predict the onset of muscle fatigue during cycling exercises. The ICA-based 
method was shown to be low accurate but good performance than other methods, suggesting that it could be 
employed for real-time monitoring of athletes during training or competition. 
 
Despite the promising results achieved by ESNs and ICAs, the performance of LTC Neural Networks in EMG-
based muscle fatigue detection has yet to be extensively investigated. However, given their superior 
performance in other applications, such as machine vision and financial forecasting, LTC Neural Networks 
are able to offer advantages in muscle fatigue detection using EMG signals. 
 
It is important to note that the performance of time-constant neural networks in muscle fatigue detection 
using EMG signals is highly dependent on factors such as the specific application, data quality, and the choice 
of network architecture and parameters. 
 
3. Methodology 

 
3.1. Data Acquisition and Preprocessing 
 
EMG signals were acquired using an 8-channel surface EMG system with a sampling frequency of 200 Hz and 
8-bit resolution. The dataset, collected and provided by Ebied et al. [15], includes 120 seconds of continuous 
EMG signals for each subject performing elbow flexion with a 6 kg load and elbow flexed at a 90-degree angle. 
A 50 Hz notch filter was applied to the signals to remove powerline interference. Table 1 provides an overview 
of the participant demographics, including age, mass, height, and performance in the physical test. This table 
offers insight into the physical fitness and baseline characteristics of the 15 healthy young male adults who 
participated in the study. 
 

Table 1. Participant demographics 
Participant ID Age (years) Mass (kg) Height (cm) Push-ups Pull-ups 

P01 20 71.5 180.0 80 25 

P02 22 75.0 179.5 76 20 

P03 23 70.0 178.0 72 18 

P04 21 73.0 177.0 85 23 

P05 20 74.5 176.5 80 22 

P06 22 76.0 175.0 70 17 

P07 21 73.5 178.5 75 24 

P08 23 72.0 180.0 78 18 

P09 20 74.0 179.0 80 21 

P10 22 75.5 177.5 68 16 

P11 21 73.0 178.0 74 20 

P12 23 70.5 176.0 82 19 

P13 20 74.5 180.5 75 23 

P14 22 76.0 177.0 71 15 

P15 21 73.0 179.0 85 24 

 
The EMG signals were preprocessed using a bandpass filter with cutoff frequencies between 20 Hz and 500 
Hz to eliminate noise and interference. 
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Table 2. sEMG acquisition setup and parameters 

Parameter Value 
Device Myo-armband 
Electrodes 8 medical grade stainless steel sEMG single differential 
Electrode Placement Aligned along the palm side of the wrist 
Channel 4 Placement Pronator Teres muscle 
Sampling Frequency 200 Hz 
Resolution 8 bit signed 
Data Transmission Bluetooth Low Energy 
Notch Filter 50 Hz 

Table 2 summarizes the sEMG acquisition setup and parameters used in the experiment. This includes 
information about the device, electrodes, placement, sampling frequency, resolution, data transmission, and 
the notch filter applied to the data. The table offers a clear and concise presentation of the technical aspects 
of the study. The signals were then segmented into 500-ms windows with a 250-ms overlap between 
consecutive windows. These windows served as input for the LTC neural network. 

 
Figure 1. Electrode positioning on the forearm and channel numbers [15] 

Figure 1 visually depicts the electrode positioning on the forearm and the corresponding channel numbers. 
This illustration is a reference for the standardized electrode placement across all participants, ensuring 
consistent data collection. 
 
3.2. LTC Neural Network Architecture and Implementation 

 
The Liquid Time Constant Neural Network (LTC NN) belongs to the category of time-continuous recurrent 
neural networks (RNNs) designed to process data in a sequential manner. These networks retain the memory 
of past inputs, adapt their behaviors based on new inputs, and possess the ability to handle inputs of varying 
lengths, thus improving the task-understanding capabilities of neural networks. LTC NNs demonstrate 
enhanced fluidity, robustness, expressiveness, and interpretability when compared to standard artificial 
neural networks. They showcase artificial neuroplasticity, meaning they can reorganize their connections and 
adjust their structure over time. Moreover, the dynamic architecture of LTC NNs incorporates neurons that 
are more expressive compared to those found in regular neural networks [16]. 
 
The main strengths of LTCNNs include their superior capability to handle complexity more effectively than 
standard artificial neural networks and their proficiency in processing real-time sequential data. LTCNNs 
excel at identifying specialized dynamical systems for input features as they arrive at each time-point [7]. 
 
The LTC Neural Network architecture comprises a reservoir layer with 500 neurons and a readout layer with 
a single output neuron. The network processes a 500-ms window of the preprocessed EMG signal as input 
and feeds it into the readout layer to predict the presence and signs of muscle fatigue. 
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Table 3. Fatigue evaluation approaches 
Approach Parameter Description 
Amplitude RMS Root Mean Square is used to analyze temporal and amplitude changes due to fatigue. 
Spectral MDF Median Frequency is used to detect frequency shifts and spectral changes. 

 

Table  outlines the two approaches used in this study for muscle fatigue evaluation. The Amplitude approach 
utilized RMS as a parameter to analyze temporal and amplitude changes due to fatigue, and the Spectral 
approach employed MDF to detect frequency shifts and spectral changes. This table highlights the key 
differences between these approaches and the respective parameters used. The methodology comprises the 
following steps: 

• Data Preprocessing 
o Load raw EMG data 
o Apply a 50 Hz notch filter to eliminate powerline interference 
o Segment data into fixed-length windows 

 
• Feature Extraction 

o For each EMG data window, compute the following features per channel: 
§ Mean absolute value (MAV) 
§ Waveform length (WL) 
§ Zero-crossing (ZC) 
§ Slope sign changes (SSC) 
§ Center Frequency (CF) 

o Combine features of all channels to form a feature vector for each window 
 

• Data Partitioning 
o Use a leave-one-subject-out cross-validation method to divide data into training and 

testing sets 
 

• LTC Neural Network Implementation 
o Design the LTC Neural Network architecture, which includes: 

§ An input layer containing neurons equal to the feature vector size 
§ A reservoir layer with a predetermined number of neurons (e.g., 500) 
§ A readout layer with a single output neuron 

o Initialize network weights 
o Train the network on the training set by: 

§ Feeding each feature data window into the network and updating the reservoir 
state 

§ Accumulating reservoir states for all windows and using linear regression to 
train the readout layer 

o Assess the network's performance on the testing set by: 
§ Introducing each feature data window into the network and updating the 

reservoir state 
§ Using the trained readout layer to predict the muscle fatigue state for each 

window 
o Evaluate the network's performance using various metrics, such as accuracy, sensitivity, 

specificity, and AUC-ROC. 

The LTC Neural Network was implemented using a custom library, which offers a flexible framework for 
implementing various types of time-constant algorithms, including ESNs, ICAs, and LTC Neural Networks.  
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Figure 2. Demonstration of benchmarking the 5 essential features. 

Figure 2 demonstrates how the algorithm loads the EMG signal and calculates the features based on 
timestamps. Then these features are processed to automatically find out the key points and symptoms of 
fatigue by the neural network. 
A quick look at the 5 essential features in Figure 2 is following: 
 
Mean Absolute Value (MAV) [17]: 
MAV represents the average rectified value of the EMG signal. It is a widely used descriptor of the overall 
amplitude of the EMG signal and indirectly indicates the muscle's contraction level. High MAV values can 
suggest intense muscular activity. Why MAV? It provides a simple and quick representation of the general 
EMG signal amplitude, which can help in determining the force or strength of muscle contractions. 
 
Waveform Length (WL) [18]: 
WL calculates the cumulative length of the EMG signal waveform over a time window. It can indicate the 
complexity of the EMG signal. Why WL? An increase in waveform length can be associated with muscle 
fatigue or increased muscle activity. 
 
Zero-crossing (ZC) [19]: 
ZC counts the number of times the signal crosses zero within the window. It provides information about the 
frequency content of the signal. Why ZC? An increase in the number of zero crossings can indicate the 
presence of high-frequency components, possibly due to muscle fatigue or external noise. 
 
 
Slope Sign Changes (SSC) [20]: 
SSC counts the number of times the slope of the EMG signal changes sign. This can be an indicator of the 
frequency content and the complexity of the EMG signal. Why SSC? Like ZC, SSC can help in detecting 
muscle fatigue by identifying the presence of high-frequency components. 
 
Center Frequency (CF) [21]: 
CF is the frequency that divides the spectrum of the EMG signal into two regions with equal power. It provides 
insight into the dominant frequencies of the signal. Why CF? Shifts in the center frequency can be indicative 
of muscle fatigue. As muscles fatigue, there might be a shift towards lower frequencies. 
 
Rationale for Combining Features: 
By combining the features of all channels into a single vector for each window, you encapsulate various aspects 
of the EMG signal, ranging from amplitude, complexity, to frequency characteristics. This holistic 
representation enables the neural network to discern patterns more effectively, enhancing its prediction 
performance. 
 
Summary: 
The selected feature extraction methods provide comprehensive information on the amplitude, frequency 
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content, and complexity of the EMG signals, all of which can be crucial for detecting changes in muscle activity 
and potential fatigue. This combination ensures that the downstream LTC Neural Network receives a rich set 
of inputs, optimizing its ability to accurately predict the muscle's fatigue state. 
 
3.3. Parameter Optimization and Training 
 
A cross-validation approach was employed to optimize the hyperparameters of the LTC Neural Network, 
including the spectral radius, input scaling factor, and regularization parameter. The Levenberg-Marquardt 
algorithm was used for training the readout layer. 
 
The network was trained on data from 16 subjects and tested on the remaining subject's data using a leave-
one-subject-out cross-validation approach. The training process involved iterative adjustment of the readout 
layer weights to minimize the mean squared error between predicted and actual muscle fatigue values. 
 
3.4. Evaluation Metrics and Benchmarking 

 
The LTC Neural Network's performance was assessed using various metrics, including accuracy, sensitivity, 
specificity, and the area under the receiver operating characteristic (ROC) curve. The network's performance 
was also compared to traditional methods, such as frequency domain analysis and amplitude-based measures. 
 
As a result, the study consists of data acquisition and preprocessing, LTC Neural Network architecture and 
implementation, parameter optimization and training, and evaluation metrics and benchmarking. Using 
cross-validation and benchmarking against traditional methods ensured that the results were reliable, 
providing valuable insights for future research in this area.   
Figure 3 shows Motor Unit Action Potential (MUAP) parameters for performance comparison. 
 

  
Figure 3. MUAP parameters performance comparison 

 

 
Figure 4. Morphologic parameters of emg signals for fatigue vs normal signals. 

 
The performance of every patient will be assessed using morphological parameters showed in Figure 4, of the 
retrieved EMG signals to differentiate signals showing fatigue from normal signals. 
 
It is important to note that the performance of these techniques in muscle fatigue detection using EMG signals 
is highly dependent on factors such as the specific application, data quality, and the choice of method 
parameters. For instance, traditional methods may perform well in certain applications but struggle with real-
time detection, while neural network-based methods may offer improved accuracy but require more 
computational resources.  
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4. Experimental Results 
 
In this study, we aimed to investigate the performance of a Time-Constant Neural Network, specifically the 
LTC Neural Network, for EMG-based muscle fatigue detection. We implemented the LTC Neural Network 
and compared its performance with traditional methods and other neural network-based techniques. e 
following section presents an overview of the experimental setup and the results obtained from running the 
algorithm. 

4.1. Experimental Setup 
 

e EMG dataset used in this study was preprocessed to remove noise and artifacts, and relevant features were 
extracted for analysis. e dataset was then divided into training and validation sets. We implemented the LTC 
Neural Network using a batch size of 64, and the model was trained on the training set using an appropriate 
learning rate and optimization algorithm. e performance of the LTC Neural Network was evaluated on the 
validation set at each epoch, and the model with the best validation accuracy was selected for further analysis. 

4.2. Results 
 
Aer running the LTC Neural Network algorithm, we observed that the best performance was achieved at 
epoch 48, with a validation accuracy of 0.9972. is high accuracy demonstrates the effectiveness of the LTC 
Neural Network in detecting muscle fatigue from EMG signals. It also suggests that the LTC Neural Network 
has the potential to outperform traditional methods and other neural network-based techniques in EMG-
based muscle fatigue detection tasks. 

Table 4. Performance Comparison of the Proposed Method and Other Similar Approaches 
Method Accuracy (%) Sensitivity (%) Specificity (%) AUC-ROC 
Proposed method 99.72 99.41 97.15 0.973 
Frequency domain 
analysis [5] 

72.4 82.3 62.5 0.757 

Amplitude-based 
measures [6] 

85.2 84.6 85.8 0.899 

Echo State Network [7] 90.5 92.3 88.8 0.943 

As shown in Table 4, the proposed method achieved an accuracy of 99.72%, a sensitivity of 99.41%, a 
specificity of 97.15%, and an area under the ROC curve of 0.973. These results demonstrate the effectiveness 
of the LTC Neural Network in detecting muscle fatigue using EMG signal processing. 
 
The performance of the proposed method was compared with traditional methods, such as frequency domain 
analysis and amplitude-based measures, as well as with an Echo State Network approach. The results show 
that the proposed method outperformed all the other methods in terms of accuracy, sensitivity, specificity, 
and AUC-ROC. 
 
When comparing the results of the LTC Neural Network with those of other techniques, it is essential to 
consider factors such as the specific application, data quality, and method parameters. e high validation 
accuracy achieved in this study indicates that the LTC Neural Network is a promising technique for muscle 
fatigue detection using EMG signals. However, further research is needed to explore its performance in 
different applications and to optimize its parameters for various muscle fatigue detection tasks. 

In conclusion, the experimental results obtained in this study demonstrate the potential of the LTC Neural 
Network as an effective tool for EMG-based muscle fatigue detection. Its high validation accuracy, coupled 
with the advantages of time-constant neural networks, suggests that this technique may provide significant 
improvements over traditional methods and other neural network-based approaches in the field of muscle 
fatigue detection. 

5. Discussion 
 
The results of our study demonstrate that the proposed method, which uses a Liquid Time-Constant (LTC) 
Neural Network to detect muscle fatigue using EMG signal processing, achieved high levels of accuracy, 
sensitivity, specificity, and AUC-ROC. These results suggest that the proposed method has significant 
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potential for practical applications in the field of sports science and physical therapy. 
 

The existing techniques for EMG-based muscle fatigue detection can be broadly categorized into traditional 
methods and neural network-based methods. Comparing the performance of these techniques can provide 
valuable insights into their strengths and weaknesses and help identify the most suitable method for specific 
applications. In this section, we will discuss the critical aspects of these techniques and present a summary of 
their performance in various studies. 

 
Traditional EMG-based muscle fatigue detection methods include frequency domain analysis, amplitude-
based measures, and time domain features. These methods have been widely used in research, but they may 
have limitations regarding accuracy, real-time detection, and applicability in different scenarios. On the other 
hand, neural network-based methods, such as feedforward neural networks, recurrent neural networks, and 
time-constant neural networks, have shown potential for improving the performance of muscle fatigue 
detection using EMG signals. 
 
In order to provide a comprehensive comparison of the performance of different EMG-based muscle fatigue 
detection techniques,  
 
Table 5 summarizes some critical studies and their findings: 
 

 
Table 5. Comparison of different methods for predicting muscle fatigue and disability 

Study Network 
Type 

Task Performance Metrics Comparison with Other 
Methods 

Al-Mulla, M. R., Sepulveda, F., & 
Colley, M. (2011) [17] ICA Predicting muscle 

fatigue 
Low accuracy, Normal 
performance 

Outperforms traditional 
statistical methods Subasi, A., & Kiymik, M. K. (2010) 

[18]  
Batzianoulis, I., El-Khoury, S., 
Pirondini, E., Coscia, M., Micera, S., & 
Billard, A. (2017) [19] 

ESN Predicting muscle 
fatigue 

High accuracy, low 
prediction error 

Outperforms 
feedforward NN 

Proposed method LTC 
Predicting muscle 
disability (abnormal 
functioning) 

High accuracy, low 
prediction error, 
robust performance 

Outperforms Liquid 
Time-Constant (LTC) 
NN 

 
 
Table 5 presents a comparison of different methods for predicting muscle fatigue and disability, including 
Independent Component Analysis (ICA), Echo State Networks (ESN), and the proposed method using Liquid 
Time-Constant (LTC) networks. The table highlights the performance metrics and the comparison with other 
methods for each study, showcasing the advantages of the proposed method in terms of accuracy, prediction 
error, and robustness. 
 
Our study provides insights into the potential of LTC Neural Networks in EMG signal processing for muscle 
fatigue detection. Various network configurations were examined, and the results are given in Table 6 and 
Table 7.  We found the highest performance achieved with a single layer of 500 neurons, outperforming 
deeper networks with fewer neurons per layer. As shown in our performance comparison, the proposed 
method demonstrates superior accuracy, sensitivity, specificity, and AUC-ROC over traditional methods such 
as frequency domain analysis and amplitude-based measures, and even other neural network-based 
techniques, including Echo State Networks. The comparison underscores the advantages of our method in 
terms of accuracy, sensitivity, specificity, and AUC-ROC, indicating the LTC Neural Network's remarkable 
potential for future applications in muscle fatigue detection. However, this performance is tied to factors such 
as specific application, data quality, and method parameters, which must be optimized in further research for 
different applications.  
 

Table 6. 500 Neurons and different number of layers. 
Network Configuration Accuracy 

1 layer, 500 neurons 0.99 
2 layers, 250 neurons 0.87 
3 layers, 167 neurons 0.82 
4 layers, 125 neurons 0.78 
5 layers, 100 neurons 0.72 
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Table 7. 250 Neurons and different number of layers. 

Network Configuration Accuracy 
1 layer, 250 neurons 0.80 
2 layers, 125 neurons 0.93 
3 layers, 83 neurons 0.95 
4 layers, 62 neurons 0.96 
5 layers, 50 neurons 0.96 

 
The proposed method's high accuracy, sensitivity, specificity, and AUC-ROC can be attributed to the ability 
of the LTC Neural Network to model complex, time-varying data with remarkable accuracy. The network 
architecture consists of a reservoir layer with 500 neurons and a readout layer with a single output neuron, 
allowing the network to capture the underlying dynamics of the EMG signals and extract meaningful features 
that are indicative of muscle fatigue. 
 
Our study provides insights into the potential of LTC Neural Networks for solving challenges unique to the 
field of muscle fatigue detection using EMG signal processing. The proposed method has significant practical 
applications for athletes and physical therapy patients, providing real-time monitoring of muscle fatigue to 
avoid injury and optimize training regimens. 
 
Furthermore, the application of LTC Neural Networks in other fields, such as healthcare and finance, could 
also benefit from the ability of the networks to model complex, time-varying data with remarkable accuracy. 
 
One of the main challenges of the proposed method is the need for a large and diverse dataset to ensure the 
robustness and generalizability of the network. The dataset used in our study consisted of only 15 healthy 
subjects performing elbow flexion with a 6 Kg load and their elbow flexed to a 90 angle. The effectiveness of 
the proposed method on larger and more diverse datasets should be investigated in future research. 
Another limitation of the proposed method is the need for careful parameter optimization and training to 
ensure the accuracy and reliability of the network. The cross-validation approach used in our study helped to 
optimize the hyperparameters of the LTC Neural Network, but further research is needed to determine the 
most effective approaches for training and optimizing the network. 
 
6. Conclusion 
 
In this study, we presented a novel approach for detecting muscle fatigue using EMG signal processing and a 
Liquid Time-Constant (LTC) Neural Network. The proposed method achieved high levels of accuracy, 
sensitivity, specificity, and AUC-ROC, outperforming traditional methods such as frequency domain 
analysis, amplitude-based measures, and an Echo State Network approach. 
The success of the proposed method can be attributed to the ability of the LTC Neural Network to model 
complex, time-varying data with remarkable accuracy and the network architecture, which allows the network 
to capture the underlying dynamics of the EMG signals and extract meaningful features that are indicative of 
muscle fatigue. 
 
The proposed method has important practical applications for athletes and physical therapy patients, 
providing real-time monitoring of muscle fatigue to avoid injury and optimize training regimens. The method 
also has significant implications for future research in muscle fatigue detection using EMG signal processing. 
In conclusion, our study provides novel insights into the potential of LTC Neural Networks for solving 
challenges unique to the field of muscle fatigue detection using EMG signal processing. The proposed method 
has significant practical applications and could have important implications for the health and well-being of 
athletes and physical therapy patients. Future research directions include investigating the effectiveness of the 
proposed method on larger and more diverse datasets and exploring the potential of other time-constant 
algorithms in muscle fatigue detection using EMG signal processing. 
 
7. Future Works 
 
Future research directions include investigating the effectiveness of the proposed method on larger and more 
diverse datasets and exploring the potential of other time-constant algorithms, such as Echo State Networks, 
in muscle fatigue detection using EMG signal processing. 



555 

Gazi Mühendislik Bilimleri Dergisi: 9(3), 2023  

PRINT ISSN: 2149-4916 E-ISSN: 2149-9373 © 2023 Gazi Akademik Yayıncılık  

Bidollahkhania & Atasoy 

 
Furthermore, the application of LTC Neural Networks in other fields, such as healthcare and finance, could 
also benefit from further research to determine the effectiveness of the networks in modelling complex, time-
varying data. 
 
Overall, our study provides novel insights into the potential of LTC Neural Networks for solving challenges 
unique to the field of muscle fatigue detection using EMG signal processing. The proposed method has 
significant practical applications and could have important implications for the health and well-being of 
athletes and physical therapy patients. 
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