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Abstract 

The independence saturation number  IS G  of a graph  ,G V E  is defined as   min : IS u u V , 

where  IS u  is the maximum cardinality of an independent set that contains vertex u . Let G  be the 

complement graph of G . Complementary prisms are the subset of complementary product graphs. The 

complementary prism G G  of G  is the graph formed from the disjoint union of G  and G  by adding the 

edges of a perfect matching between the corresponding vertices of G  and G . In this paper, the 

independence saturation in complementary prisms are considered, then the complementary prisms with 

small independence saturation numbers are characterized. 

Keywords — Complementary prisms, graph theory, independence, independence saturation, network 

topology.

 
1 Introduction 
A subset of pairwise nonadjacent vertices in a graph 

G  is called independent (or stable/ internally stable). 

The cardinality of a maximum size independent set 

in G  is called the independence number (or stability 

number) (or coefficient of internal stability [1]) of G  

and is denoted by   G . The independence number 

of a graph is one of the basic numerical characteris-

tics of a graph and most fundamental and well-

studied graph parameters. We refer to [2] for a re-

view concerning algorithms, applications, and comp-

lexity issues of this problem. Among the independ-

ence-type parameters that have been studied, the 

independence saturation number is one of the fun-

damental ones introduced by Subramanian [3]. For a 

vertex v  of a graph G ,  IS v  denotes the maximum 

cardinality of an independent set in G  which con-

tains v . The independence saturation number of G , 

denoted by  IS G , is the value   min : IS v v V . 

Hence  IS G  is the largest positive integer k  such 

that every vertex of G  is included in an independent 

set with cardinality k . If for a vertex v V , 

   IS v IS G , then any independent set with car-

dinality  IS G  containing v  is an IS -set. For any 

graph G , the problem of determining whether 

  IS G k  is NP -complete.  We refer to [15] and [16] 

for computation of independence saturation num-

bers of some classes of graphs. 

In this paper, we consider finite undirected graphs 

without loops and multiple edges. Let 

    ,G V G E G  be a graph with vertex set  V G  

and edge set  E G . The order of G  is the number of 

vertices in G . The open neighborhood of v  is 

        N v u V G uv E G  and the closed neigh-

borhood of v  is       N v v N v . For a set S V , 

   


N S N v
v S

 and     N S N S S . The de-
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gree of a vertex v  is    deg v N v
G

. A graph is 

regular if its vertices all have the same degree. A r -

regular graph is the graph in which the degree of 

each vertex is r . A vertex of degree zero is an isolat-

ed vertex or an isolate. A leaf or an endvertex or a 

pendant vertex is a vertex of degree one and its 

neighbor is called a support vertex. The maximum 

degree of G  is       max deg  G u u V G
G

 

whereas the minimum degree of G  is 

      min deg  G u u V G
G

. For  S V G , the 

subgraph of G  induced by X  is denoted by  G X . 

The distance between two vertices u  and v  in G  is 

the length of a shortest path between u  and v , and 

denoted by  ,d u v . If u v ,  , 0d u v  and if u  

and v  are not connected, then  ,  d u v . The eccen-

tricity of a vertex v  in G  is the maximum distance 

from v  to a vertex in G . The diameter of G  is the 

maximum distance between two vertices of G , and 

denoted by  diam G  [4,5].  

Complementary prisms were first introduced by 

Haynes, Henning, Slater and Van der Merwe in [6]. 

For a graph G , its complementary prism, denoted 

by G G , is formed from a copy of G  and a copy of 

G  by adding a perfect matching between corre-

sponding vertices. For each  v V G , if v  denote 

the vertex v  in the copy of G , then G G  is formed 

from G G  by adding the edge vv  for   v V G .  

We refer to [8,9,10,11,12,13,14,17,18] for recent stu-

dies on complementary prims. 

The corona graph 
1

G K  is a graph constructed 

from a copy of the graph G  where each vertex of 

 V G  is adjacent to exactly one vertex of degree 

one. We use   a  to denote the greatest integer not 

greater than a , and   a  to denote the least integer 

not less than a . 

 

The paper proceeds as follows. In section 2, 

existing literature on independence saturation num-

ber is reviewed. The independence saturation num-

bers for complementary prism G G  when G  is a 

specific type of graphs are computed and exact for-

mulae are derived. The graphs (resp. vertices) G  for 

which  IS GG  (resp.  IS v ) is small are character-

ized.  

 

2 Independence Saturation 
2.1 Known Results 

Theorem 2.1.1. [7] If G  is an r -regular graph on n  

vertices with 0r , then   2IS G n . Further equality 

holds if and only if G  is bipartite. 

 

Theorem 2.1.2. [7] Let G be any graph on n  vertices. 

Then,   IS n . For a tree T ,   IS n  iff  V N v  

is an independent set for every vertex v  of degree   and 

p pu v  for   u N v , where p x  is the number of 

pendant vertices adjacent to x . 

 

Theorem 2.1.3. [7] For any graph G  with at least three 

vertices, 

(a)  3 1       IS IS n  and 

   2 . 1    IS IS p . 

(b) The following statements are equivalent: 

(a) 3 IS IS . 

(b) . 2IS IS . 

(c) G  or G  has the property that it has a 

unique vertex of degree 1p  and has at 

least one pendant vertex. 

(c) 1  IS IS p  iff G  is either K p  or K p . 

 

Theorem 2.1.4. [7] The independence saturation of  

(a) the complete graph K n  is 1 ; 

(b) the cycle C n  is 2  n ; 

(c) the complete bipartite graph ,K m n  is  min ,m n ; 

(d) the star 
1,

K
n

 is 1 . 

 

Observation 2.1.1. 

(a)  
2

 
 

 
 

n
Pn . 

(b)  
2

 
 

 
 

n
C n . 

(c) For 3n    2 Cn . 

 

Definition 2.1.1. [5] Let G  and H  be two disjoint 

graphs. The union graph of G  and H  with disjoint 
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vertex sets  V G  and  V H  and edge sets  E G  

and  E H  is the graph 
*
 G G H  with vertex set 

     
*

 V G V G V H  and edge set 

     
*

 E G E G E H . 

 

Observation 2.1.2. Let , , ,
1 2

G G Gn  be disjoint 

graphs. If 
1




n
G G

ii
, then    1

  


n
G G

ii
. 

 

2.2 Complementary Prisms 

We begin this subsection by determining the inde-

pendence saturation number of the complementary 

prism G G  in which G  is a specific type of graphs. 

 

Theorem 2.2.1 

(a) If G K n , then   IS GG n . 

(b) If 
2

G tK , then   1 IS GG t . 

(c) If 
1

G K Kt , then   1 IS GG t . 

(d) If 
1,

G K
n

, then   2IS GG . 

(e) If ,G K m n  where 2  m n , then 

   1 IS GG m . 

(f) If G Cn , then 

  
2 1,          ;

2 2,     .








  

n if n is even
IS GG

n if n is odd
 

(g) If G Wn   3n , then   3IS GG . 

(h) If G Pn   2n , then    2 2   IS GG n . 

 

Proof. To prove (a), for G K n , the complementary 

prism G G  is the corona 
1

K Kn . Let v  be a vertex of 

G G . If v  is a support vertex, then the  IS v -set 

must contain each leaf of the other support vertices 

except v . If v  is a leaf, then an  IS v -set must con-

tain either each leaf or a support vertex which is not 

adjacent to v  and each leaf of the other support ver-

tices. Hence,   IS v n . Then, for any  v V GG , 

  IS v n  and thus   IS GG n . ■ 

 

To prove (b), label 2 t  vertices of  V G  as ,u v
i i

 

where 1  i t  such that  u v E G
i i

. Then, there 

exist four cases depending on the different type of 

vertices of G G : 

 

Case 1. The set    , ,
1

u v vti
 is an  IS v -set of 

G G  for v u
i

 with cardinality 1t . 

Case 2. The set    , ,
1

v u uti
 is an  IS v -set of 

G G  for v v
i

 with cardinality 1t . 

Case 3. The set    , ,
1

u u vt  is an  IS v -set of 

G G  for v u
i

 with cardinality 1t . 

Case 4. The set    , ,
1

v v ut  is an  IS v -set of 

G G  for v v
i

 with cardinality 1t . 

By Cases 1, 2, 3, and 4, for any  v V GG , 

  1 IS v t , and we have   1 IS GG t . ■ 

 

To prove (c), let 
1

G K Kt . If 1t , then 
2

G K  

and from (a),   2IS GG . Assume that 2t , and 

label the vertices of G  as follows: let 

 1  A a i t
i

 be the set of t  vertices that induce 

the subgraph K t  of G , and let  1  B b i t
i

 be 

the end-vertices of G  adjacent to vertices in A  such 

that  a b E G
i i

. The set A B  is an  IS v -set for 

v a
i

 or b
i

 with cardinality 2 t . If v a
i

, then an 

 IS v -set is composed of    \ \ a B b A a
i i i

 

with cardinality    1 1 1 2 1     t t t  and if 

v b
i

, then  IS v -set is composed of 

 \ b a B b
i i i

 with cardinality 1t . Thus, 

   min 2 , 2 1, 1 1    IS GG t t t t . ■ 

 

To prove (d), since G  is a star, the support vertex t  

in G  is an isolated vertex t  in G  and a leaf in G G . 

Denote the n  leaves of G  by  , , ,
1 2

u u un . The 

leaves in G  will form a complete graph with n  ver-

tices in G . Let I  be an  IS v -set of G G . Then, 

there are four cases according to the types of vertices 

in G G . 

 



 

CBÜ F Bil. Dergi., Cilt 13, Sayı 2, s 325-331                                                                                          CBU J. of Sci., Volume 13, Issue 2, p 325-331 

328 

Case 1. If v t , then  I t u
i

, and so   2IS v . 

Case 2. If v t , then  : 1   I t u i n
i

 or 

 : ,1      I t u u j i j n
i j , and so 

  1 IS v n . 

Case 3. If v u
i

 where 1  i n , then 

 : 1   I t u i n
i

 or being j i  and 1  j n ,  

 : ,1         I u t u u t j t i t nti j
, and so 

  1 IS v n . 

Case 4. If v u
i

 where 1  i n , then 

 : ,1      I t u u j i j n
i j , and so 

  1 IS v n . 

Consequently, by Cases 1, 2, 3, and 4, 

   min 2, 1 2  IS GG n . ■ 

 

To prove (e), let ,G K m n   2  m n , where R  

and S  are the partite sets of G  with cardinality m  

and n , respectively. Let  , , ,
1 2

R r r rm  and 

 , , ,
1 2

S s s sn . The vertices of R  and S  will 

form complete graphs K m  and K n  with m  and n  

vertices, respectively, in G . Then, there exist four 

cases depending on the types of vertices of G G : 

Case 1. If r R
i

 where 1  i m , then 

    N r S r
i iGG

. Let I  be an  IS r
i

-set of G G . 

Since   GG S K n ,   I s R , and so 

  1 IS r m
i

 for 1  i m . 

Case 2. If s S
i

 where 1  i n , then 

    N s R s
i iGG

. If I  is an  IS s
i

-set of G G , 

then since   GG R K m ,   I r S . Therefore, 

  1 IS s n
i

 for 1  i n . 

Case 3. If r R
i

 where 1  i m , then 

     \ N r r R r
i i iGG

. Let I  be an  IS r
i

-set of 

G G . We have  I r S
i

 with cardinality 1n . 

Therefore, for 1  i m ,   1 IS r n
i

. 

Case 4. If s S
i

 where 1  i n , then 

     \ N s s S s
i i iGG

. If I  is an  IS s
i

-set of 

G G , then we have      \  I s r S s
i i

. Thus, for 

1  i n ,   1 IS s n
i

. 

As a consequence, by Cases 1, 2, 3, and 4, 

   min 1, 1 1    IS GG m n m . ■ 

 

To prove (f), let the vertices of G Cn  be labeled 

sequentially as , , ,
0 1 1

u u u
n

. There exist two cases 

depending on the number of vertices of C n : 

 

Case 1. If n  is even; 

If I  is an  IS u
j -set of G G  where 0 1  j n , 

then I  contains the independent set of G  with max-

imum cardinality including u
j

 and a vertex u
k

 of 

G , where k  is even, if j  is odd; k  is odd, if j  is 

even. Hence,     1 IS u G
j  and since 

  2 C nn ,   2 1 IS u n
j , for 0 1  j n . 

If I  is an  IS u
j -set of G G  where 0 1  j n , 

then let   \  
 

S V G G N u
jG G

. Since 

 
1




GG S C
n

, 

     1 1 1 2 1 2
1

      


  IS u C n n
j n

. 

As a consequence, for any  v V GG , 

  2 1 IS v n  and so   2 1 IS GG n  for G Cn  

and n  is even. 

 

Case 2. If n  is odd; 

If I  is an  IS u
j -set of G G  where 0 1  j n , 

then I  contains the independent set of G  with max-

imum cardinality including u
j

 and vertices 
1

u
j

 

and 
2

u
j

 of G  where 1j  and 2j  are taken 

modulo n . Hence,     2 IS u G
j  and 
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  2 2   IS u n
j . 

If I  is an  IS u
j -set of G G  where 0 1  j n , 

then let   \  
 

S V G G N u
jG G

. Since 

 
1




GG S C
n

,      1 1 2 3 2    IS u n n
j . 

As a consequence, for any  v V GG , 

  2 2   IS v n  and so   2 2   IS GG n  for 

G Cn  and n  is odd. 

Thus, the proof is complete. ■ 

 

To prove (g), let G  be a wheel of order 1n  and 

consider G G . Since the center vertex c  of G  is adja-

cent to all other vertices of G , it is an isolate in G  

and a leaf in G G . Therefore, if I  is an  IS c -set of 

G G , then first c I . Since 
1

 W C Kn n , if the ver-

tices of C n  are labeled sequentially as 

, , ,
0 1 1

u u u
n

 in G G , then 

     0 1    N c c u i n
iGG

. Let 

   \S V GG N c
GG

. Eventually,   GG S Cn . 

Therefore, an independent set of maximum cardinal-

ity of C n  should be included in  IS c -set. Hence, 

by Observation 2.1.1(c), we have that 

   1 3  IS c Cn . 

Now, consider the leaf c  in G G . Let 

   \S V GG N c
GG

. Then   GG S C Cn n . From 

(f), we know that 

 
 

 

1,     ;

2,     .














C if n is evenn
IS C Cn n

C if n is oddn

  

Thus,  
 

 

2,     ;

3,     .














C if n is evenn
IS c

C if n is oddn

 ,  

that is,  
 

 

4 2 ,     ;

5 2 ,     .










n if n is even
IS c

n if n is odd

 

Consider the vertices of C n  which are labeled se-

quentially as , , ,
0 1 1

u u u
n

 in G G . Then, the proof 

is very similar to the proof of (f). Since  c N u
j  

where 0 1  j n , the leaf c  should also be includ-

ed in the independent set of maximum cardinality 

including u
j

. Therefore, 

 
 

 

1 1,     ;

1 2,     .





 


 





C if n is evenn
IS u

j
C if n is oddn

 ,  

that is,  
 

 

4 2 ,     ;

5 2 ,     .










n if n is even
IS u

j
n if n is odd

 

Consequently, consider the vertices of C n  in G G . 

For a vertex u
j

  0 1  j n  of G G , similar to the 

proof of (f), if I  is an  IS u
j -set of G G , then I con-

tains the leaf c  in addition. Thus, 

 
 

 

2,     ;

3,     .














C if n is evenn
IS u

j
C if n is oddn

 ,  

that is,  
 

 

4 2 ,     ;

5 2 ,     .










n if n is even
IS u

j
n if n is odd

  

As a result, 

 
  

  

m in 3, 4 2 ,     ;

m in 3, 5 2 ,     .











n if n is even
IS GG

n if n is odd

 

Since, 3n ,   3IS GG  for G Wn . This completes 

the proof. ■ 

 

To prove (h), consider the vertices of Pn  in G G .  

If a vertex v  of Pn  in G G  is an endvertex of Pn , 

then first an  IS v -set must include v . Then, let 

   \S V GG N v . Since   GG S Pn , the inde-

pendent set of  GG S  of maximum cardinality must 

be included in  IS v -set. Therefore,  

   1 1 2      IS v P nn .                                 (1) 

If a vertex v  of Pn  in G G  is not an endvertex of Pn , 

then let    \S V GG N v , that is,  
1




GG S P
n

, 

implying that, the independent set of  GG S  of 

maximum cardinality should be included in  IS v -

set. Therefore,      1 1 1 2
1

    


  IS v P n
n

. 

                                                                                        (2) 
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Now consider the vertices of Pn  in G G . There exist 

two cases as being n  odd or even. 

 

Case 1. n  is odd: 

For a vertex v
i

  1 2    i n  of Pn  in G G , if the 

vertex 
1

v
i

 is included in  IS v
i

-set, then there re-

mains the induced subgraph  

 
,              1;

1

,  .
2







 





P if i
n

GG S
P P otherwise
n i i

,  

where    \
1

 


     
S V GG N v N v

i i
. Thus, by 

Observation 2.1.2,  

 
 

   

2 ,                   1;
1

2 ,  .
2



 

 




 
 







P if i
n

IS v
i

P P otherwise
n i i

 

, that is,    3 2 IS v n
i

.                    (3) 

For a vertex v
i

  2 1    n i n  of Pn  in G G , if 

the vertex 
1

v
i

 is included in  IS v
i

-set, then there 

remains the induced subgraph  

 
,              ;

1

,  .
1 1







  





P if i n
n

GG S
P P otherwise
i n i

,  

where    \
1

 


     
S V GG N v N v

i i
. Thus, by 

Observation 2.1.2, 

 
 

   

2 ,                     ;
1

2 ,  .
1 1



 

 




 
  







P if i n
n

IS v
i

P P otherwise
i n i

 

, that is,    3 2 IS v n
i

.                    (4) 

By (1), (2), (3), and (4), if n  is odd, then  

 
    
    

    

n n + 1 n + 3 n + 3
IS GG = min 1 + ,1 + , =

2 2 2 2
.       (5) 

 

Case 2. n  is even: 

For a vertex v
i

 ( i  is odd) of Pn  in G G , if the vertex 

1
v
i

 is included in  IS v
i

-set, then there remains 

the induced subgraph 

 

,              1;
1

,             1;
3

,  .
2




  



 









P if i
n

GG S P if i n
n

P P otherw ise
n i i

 

, where    \
1

 


     
S V GG N v N v

i i
. Thus, by 

Observation 2.1.2, 

 

 

 

   

2 ,                   1;
1

2 ,                  1;
3

2 ,  .
2





 

 


   


 
 











P if i
n

IS v P if i n
i n

P P otherw ise
n i i

 

,that is,  

2
,   1;

2

4
,  .

2


 












n
if i n

IS v
i

n
otherw ise

                  (6) 

 

For a vertex v
i

 ( i  is even) of Pn  in G G , if the vertex 

1
v
i

 is included in  IS v
i

-set, then there remains 

the induced subgraph 

 

,               2;
3

,               ;
1

,  .
1 1




 



  









P if i
n

GG S P if i n
n

P P otherwise
n i i

 

, where    \
1

 


     
S V GG N v N v

i i
. Thus, by 

Observation 2.1.2, 

 

 

 

 

   

2 ,                     2;
3

2 ,                     ;
1

2 ,  .
1 1





 

 


  


 
  











P if i
n

IS v P if i n
i n

P P otherw ise
n i i

 

, that is,  
 

 

2 2,   2;

4 2 ,  .

 








n if i
IS v

i
n otherwise

.                 (7) 

By (1), (2), (6), and (7), if n  is even, then  

   2 4 2
m in ,

2 2 2

  
 

n n n
IS GG .                         (8) 

By (5) and (8), we conclude that, 

   2 2   IS GG n  for G Pn  and 1n . ■ 

 

2.3 Small Values 

Theorem 2.3.1 For a graph G  with n  vertices and its 

complementary prism G G ,   1IS GG  iff 1n . 

 

Proof. The sufficiency is immediate since if 1n , 

then 
2

GG K . Thus, by Theorem 2.1.4(a), 
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  1IS GG . Now, suppose that   1IS GG . This 

implies that there is at least one vertex in G G  that 

has   1IS v . Therefore, G G  is the corona 
1 1

K K , 

and so   1V G . This establishes the necessity. ■ 

 

Theorem 2.3.2 For a graph G  with n  vertices, if either 

G  or G  has diameter one, then   IS GG n . 

Proof. If either G  or G  has diameter one, then G G  

is the corona 
1

K Kn . Therefore, by Theorem 

2.2.1(a), the proof is immediate. ■ 

 

Corollary 2.3.1 If a vertex u  has eccentricity one in 

graph G , then   1IS u . 

 

Corollary 2.3.2 Let G  be a graph with n  vertices. If G  

has a vertex with eccentricity one, then   1IS G . 

 

4 Conclusion 
Independence saturation in complementary prisms 

of particular types of graphs are considered in this 

paper while giving an insight of how to evaluate the 

parameter and derive formulae on complementary 

product types of graphs. 
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