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Abstract 

The water level of Lake Van has shown changes over time. This study encompasses 

a statistical investigation conducted to understand the reasons behind the variation in 

the lake's water level. In this study, an attempt has been made to establish a predictive 

model by determining the effects of meteorological factors on the lake's water level. 

Artificial neural networks have been utilized to predict the water level of Lake Van 

using meteorological parameters such as precipitation, temperature, evaporation, 

wind speed, relative humidity, and atmospheric pressure. Furthermore, a model 

equation has been formulated by examining the relationship between independent 

variables and the changes in the water level of Lake Van through multiple linear 

regression analysis. The two models have been compared, and the results have been 

evaluated. The obtained results indicate that the artificial neural network model can 

provide more realistic predictions for the water level of Lake Van compared to the 

multiple regression analysis method, demonstrating that artificial neural networks 

serve as a tool for both temporal and spatial predictions. 
 

 
1. Introduction 

 

Van Lake, one of the largest lakes in Turkey, holds 

significant ecological and socioeconomic importance. 

In recent years, noticeable fluctuations have been 

observed in the water level of Van Lake. These 

fluctuations have had significant impacts on both the 

lake ecosystem and the lives of the people residing in 

its vicinity. Therefore, understanding the causes 

behind these changes in the water level of Van Lake 

and predicting future fluctuations are of great 

importance. Numerous studies have been conducted 

to identify the reasons behind the rise and fall of the 

water level in Van Lake. These studies not only focus 

on determining the physical factors responsible for 

these changes but also employ statistical approaches 

to analyze the lake's water level. 

 This study presents a statistical approach to 

investigate the changes in the water level of Van 

Lake. With the rapid advancement of technology, an 

innovative method utilizing artificial neural networks 

(ANNs) has been employed for predicting the lake's 
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water level. Artificial neural networks (ANNs) are 

widely and effectively used in various fields today, 

and water level prediction is one of these areas. 

 Artificial neural networks (ANNs) are 

systems designed to analyze and process information 

similar to humans. They combine multiple neurons 

(cells) according to a specific rule to perform a task 

and provide solutions to statistical, mathematical, 

structural, and philosophical problems. ANNs have 

recently emerged and have gained wide acceptance 

across various disciplines for solving many real-

world problems [1]. 

 In this study, an attempt was made to 

establish a prediction model by determining the 

effects of meteorological factors on the water level of 

Van Lake. Artificial neural networks (ANNs) were 

used in this model to predict the Van Lake water level 

using meteorological parameters such as precipitation 

(P), temperature (T), evaporation (E), wind speed 

(WS), relative humidity (RH), and actual pressure 

(AP). Monthly average water level data of Van Lake 

from 2004 to 2022 obtained from the 17th Regional 
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Directorate of State Hydraulic Works (DSI) and 

monthly average meteorological parameter data 

(precipitation, temperature, evaporation, wind speed, 

relative humidity, and actual pressure) collected from 

various stations in the Van region from 2004 to 2022 

obtained from the General Directorate of 

Meteorology were used to create a model and predict 

the impact of these meteorological variables on the 

lake level using ANNs. After completing the training 

of the model, it was tested using data from 2022. 

Additionally, another focus of the study is multiple 

linear regression analysis. With this analysis method, 

the relationship between the independent variables 

(precipitation, temperature, evaporation, wind speed, 

relative humidity, and actual pressure) and the 

dependent variable, Van Lake water level changes, 

was examined, and a model equation was formed. 

These two methods were compared, and the results 

obtained were evaluated. 

 In the literature, there are numerous studies 

focusing on the prediction of groundwater levels, 

where various models have been established. 

 In [2], Çobaner and others applied a novel 

genetic programming approach called multi-gene 

genetic programming (MGGP) to predict 

groundwater levels using meteorological data and 

historical groundwater levels. The construction of this 

model involved the use of four years of daily data 

from the Karacaviran observation well, covering the 

period from 2007 to 2010, as well as daily 

meteorological data from the Develi meteorology 

station. The accuracy of these models was evaluated 

and compared with conventional rating curve analysis 

(RCA). The results of the MGGP models were found 

to be superior to RCA based on four different criteria. 

 In [3], Yalova Gökçe Dam water levels were 

predicted for the year 2019 using artificial neural 

networks (ANNs) based on data from 2000 to 2019, 

including the flow rate of Selimandıra stream, 

evaporation and precipitation values, dam water 

discharge, seepage water quantity, and dam level. The 

developed models utilized the Levenberg-Marquardt 

algorithm with a multi-layered ANN function to 

evaluate monthly datasets. The prediction data 

showed a close approximation to the actual water 

level with a determination coefficient of 94.14%. In 

summary, the average predicted water level in the 

dam for 2019 was 73.77 m, while the actual average 

water level in the dam was 72.13 m. These results 

suggest that the ANN model yielded successful 

outcomes in predicting the water levels of Yalova 

Gökçe Dam. 

 In [4], Ispir conducted a study in the sandy 

region of Hatay Amik Plain. In this study, monthly 

measurements of groundwater levels were obtained 

from an observation well belonging to the General 

Directorate of State Hydraulic Works (DSI) between 

2000 and 2015. Additionally, monthly measurements 

of total precipitation and average temperature were 

included to predict groundwater levels. 

Autoregressive (AR) and Artificial Neural Network 

(ANN) models were developed in the study, and the 

performance of groundwater level prediction was 

evaluated. As a result of the study, it was observed 

that the ANN model yielded better results in 

predicting groundwater levels in the region compared 

to the AR and AR models. 

 Artificial Neural Networks (ANNs) were 

used to model the temporal changes in water levels of 

Lake Van. The backpropagation algorithm was 

employed to train the developed model. This study 

aimed to evaluate the dynamic variations in the lake's 

water level. As a result, the study demonstrated that 

ANNs can successfully model the complex 

relationship between precipitation and consecutive 

water levels [5]. 

 In [6], Panyadee and others modeled the 

water level fluctuations of Lake Drwęckie using 

Artificial Neural Network (ANN) techniques. 

Meteorological data from the Olsztyn meteorological 

station for the years 1980-2012 were used for 

modeling purposes. The study concluded that 

predicting lake water level changes using ANN 

yielded accurate results. 

 This study contributes to the literature by 

developing a statistical model that examines the 

relationship between meteorological factors and the 

water level changes in Lake Van. While some studies 

in the existing literature focus on the physical causes 

of water level variations in Lake Van, others analyze 

the lake level using statistical approaches. This study 

extensively investigates the effects of meteorological 

factors on the lake water level and provides a model 

that can predict future changes. 

 

2. Material and Method 

 

In this section of the study, the structure of the 

Artificial Neural Network (ANN), the functioning of 

neurons, its components, and the training of the 

network, as well as the significance of Regression 

Analysis (RA), Multiple Linear Regression (MLR), 

the study area, and the dataset are explained to 

describe the methods used. The modeling techniques 

employed in the study are also outlined. 

 

2.1. Artificial Neural Networks (ANNs) 

 

Artificial Neural Networks (ANNs) are systems that 

enable computers to learn from data and generate new 
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information by mimicking the learning process of the 

human brain. They are based on a mathematical 

modeling of the biological and cognitive properties of 

the human brain. ANNs are models created by 

imitating the biological neural structure of living 

organisms [7]. 

 The recognition that the computations 

performed by the human brain are significantly 

different from those of digital machines has been a 

driving force behind research on ANNs since their 

inception [8]. 

 In humans, the process of learning occurs 

through synaptic connections between neurons. 

Neurons receive input signals through numerous 

dendrites. The input received by dendrites can be 

excitatory or inhibitory. Inputs are integrated into the 

neuron's cell body. When the combined input exceeds 

a certain threshold, the neuron transmits an output 

signal to other cells through its axon. This basic 

description forms a model for artificial neurons [9]. 

 
Table 1. Comparison of biological and artificial neurons 

Biological Neuron 

Structure 

Artificial Neuron 

Structure  

Neuron Input Value 

Dendrite Summation Function 

Cell Body Activation Function 

Akson Output Value 

Synapse Weights 

 

 The basic elements of ANNs are artificial 

neurons inspired by the functioning of biological 

neurons. These neurons form connections among 

themselves, which are grouped into layers to 

construct ANNs. Figure 1. depicts a graphical 

representation of how the cellular structure of a brain 

is mathematically modeled [8]. 

 

 

 
Figure 1. For captions, please use the figure description style.

 

The information from the external world (xi) 

is gathered and fed into the input layer. In other 

words, the desired learning information for the 

network is collected at the input layer. For example, 

data such as precipitation, temperature, wind speed, 

relative humidity, cloud cover, and atmospheric 

pressure that affect the water level of Lake Van are 

gathered as inputs in this layer, and there is a 

corresponding neuron for each input. 

The weight values (wi) represent the 

importance and impact of the incoming inputs on the 

neuron. This effect can be positive or negative [10]. 

The weights of the presented inputs in the 

network are not fixed. As the ANN is presented with 

new examples, it adjusts the weight values to achieve  

the most suitable result for itself. At the 

beginning of the training, the weights are assigned 

randomly. If the output value reaches an acceptable 

error level at the end of the process, the training of the 

network is considered complete. Otherwise, the 

process is repeated and the weights are adjusted again. 

Minimizing the error between the actual values and 

the predicted output values of the model is crucial 

[11]. 

The Net Input (s) value of the cells in the 

hidden layer is obtained by combining (summing) the 

inputs with their corresponding weights. Several 

methods can be used to calculate this value. 
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𝑠 =∑𝑥𝑖 ∗ 𝑤𝑖

𝑛

𝑖=1

 (1) 

 

 In Equation (1), xi represents the values of the 

inputs, and wi represents their corresponding weights. 

Each input is multiplied by its randomly assigned 

weight, from the first input to the last input, and the 

results are summed to obtain the value of s. 

 After the computation of the activation 

function, the resulting s value is passed through an 

activation function. The output of the pooling 

function is transformed into the final output through 

the activation function. The activation function 

determines the output value produced by the cell 

based on the net input value received by the cell. If we 

consider an artificial neural network without an 

activation function, the network would resemble a 

simple linear regression. Different activation 

functions can be used depending on the problem type 

and network structure. 

 The resulting value after the computation of 

the activation function becomes the output of the cell. 

This value can serve as input to another cell or be 

directly used as information. A single cell obtains 

only one output value. The information that passes to 

other process elements remains consistent throughout 

the process. When the process is completed, the 

artificial neural network has fulfilled its task and 

generated the required information [11]. 

 To train an ANN and enable it to produce 

results, several steps need to be taken. These steps are 

as follows: 

• Presenting Data to the Network and 

Determining the Network Structure 

• Determining the Number of Hidden Neurons 

• Selecting Activation Functions for 

Combination 

• Determining Stopping Criteria 

• Performance (Error) Measures for Models 

• Error Reduction 

By following these steps, the ANN can be trained and 

utilized to produce the desired results. 

 

2.2. Regression Analysis (RA) 

 

Regression is the process of expressing the 

relationship between at least two variables through an 

equation [12]. Similarly, in Regression Analysis 

(RA), when variables are considered dependent and 

independent, their relationship is expressed through 

an equation. 

 The term 'regression' was first introduced by 

Francis Galton. Regression is the first technique that 

comes to mind when examining the relationship 

between variables. From a statistical perspective, the 

relationship between two variables is interpreted as a 

dependence that exists between the varying values of 

these variables. If the value of variable 'x' changes and 

this change is accompanied by a change in the value 

of variable 'y' that is dependent on 'x', it can be said 

that there is a relationship between these variables 

[13]. There are various types of regression analysis 

found in the literature. 

 Linear regression is an approach aimed at 

modeling the relationship between a numerical 

dependent variable (y) and one or more independent 

variables (x) [14]. 

 In regression analysis, instead of analyzing 

the entire set of data (population), the analysis is 

performed with samples selected from this data. Due 

to the large number of data points in the population, 

statistical analyses are conducted using a specific 

number of randomly selected data points from the 

population, taking into account time and research 

costs. The results obtained with the sample data are 

then used to predict the relationship in the population 

[15]. 

 Simple linear regression analysis is used 

when there is a linear relationship between a single 

explanatory (independent) variable, denoted as x, and 

a response (dependent) variable, denoted as y. It is 

employed to predict the value of the y variable based 

on the x variable. 

 

𝑦 = 𝛽0 + 𝛽1𝑥 + 𝜀 (2) 

 

 The equation (2) represents the equation for 

building a linear model. In this model, β₀ is the 

intercept term of the linear function, representing the 

point where the regression line intersects the vertical 

axis when X = 0. β₁, on the other hand, describes the 

slope of this function and is also known as the 

regression coefficient, indicating how much change in 

the dependent variable is associated with a one-unit 

change in the independent variable x in regression 

analysis. The error term ε is represented by ε [16]. 

 When the dependent variable consists of two-

choice categorical data, logistic regression analysis 

can be used to reveal the cause and effect relationship 

between the independent variables and the dependent 

variable [17]. The relationship between a dependent 

variable and independent variables is analyzed using 
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simple regression analysis. However, in some 

analyses, multiple independent variables can 

influence a dependent variable. In cases where 

multiple independent variables affect a dependent 

variable, a multiple regression model should be 

constructed [18]. Multinomial models in which one 

independent variable takes more than two discrete 

variables often deal with more complex models, such 

as multivariate models with many independent 

variables [19]. Multiple linear regression has two 

general purposes. One is to predict the value of the 

dependent variable through variables identified to 

affect the dependent variable. The other is to 

determine which independent variable or variables, 

believed to influence the dependent variable, have a 

greater impact on it and describe the relationship 

between them. 

 
𝑌 = 𝑏0 + 𝑏1𝑋𝑖1 + 𝑏2𝑥𝑖2+. . . . . . +𝑏𝑛𝑥𝑖𝑛 + 𝑒𝑖 (3) 

    

𝑌 = 𝑏0 +∑ 𝑏𝑘𝑋𝑖𝑘 + 𝑒𝑖
𝑝

𝑘=1
 

(4)    

 

 In equations (3) and (4), the estimation of the 

dependent variable is calculated in multiple linear 

regression analysis. Here, b₀, b₁,..., bₙ represent the 

regression coefficients [20].   

 

2.3. Research Field 

 

Van Lake, located in the lowest part of the closed 

basin, is a soda lake with a salinity rate of 2.6%. It has 

a surface area of 3,626 km², a volume of 607 km³, a 

drainage area of 12,470 km², a pH value of 9.7, and a 

maximum depth of 451 meters, making it the largest 

body of water in Turkey. Van Lake is situated within 

the boundaries of Van and Bitlis provinces. The 

borders of Van Lake are indicated in Figure 2. 

 

 

Figure 2. Map of Lake Van 

 

 As Lake Van is a closed basin, the water level 

of the lake usually varies according to climate and 

seasons. Observable changes in the lake's water level 

are noticeable fluctuations that occur at different 

times, resulting in both rising and falling levels. It can 

be said that such changes are largely influenced by 

factors such as rainfall, temperature, and evaporation 

control [21]. 

 

2.4. Data Set 

 

The data used in the study were obtained from various 

measurement stations belonging to the Meteorology 

14th Regional Directorate and the General 

Directorate of State Hydraulic Works (DSI) 17th 

Regional Directorate, located within the boundaries 

of Van province. 
Table 2. Comparison of biological and artificial neurons

Parameter Unit Type of Use Institution 

Rainfall mm=kg÷m² Independent variable General Directorate of Meteorology 

Temperature oC Independent variable General Directorate of Meteorology 

Evaporation mm Independent variable General Directorate of Meteorology 

Wind Speed m/sn Independent variable General Directorate of Meteorology 

Relative Humidity  % Independent variable General Directorate of Meteorology 

 

In Table 2, the parameters of rainfall, 

temperature, evaporation, wind speed, relative 

humidity, atmospheric pressure, and Lake Van 

water level, along with their respective units of 

measurement (mm for millimeters, °C for degrees 

Celsius, m/s for meters per second, % for 

percentage, hPa for hectopascals, m for meters), 

their purpose in the model, and their sources of 

acquisition are specified. These parameters were 

measured using stations belonging to the 

institutions obtained between the years 2004 and 

2022, and they cover monthly data. 
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2.5. Data Preparation 

 

Model development, training, comparison of 

obtained output values with the defined target 

values, and evaluation of results primarily started 

with the collection of input and output values from 

past records. The data consists of monthly 

measurements taken from various measurement 

stations belonging to the General Directorate of 

Meteorology in the 14th Region and the General  

 

 

Directorate of State Hydraulic Works in the 17th 

Region, covering the years 2004-2022 within the 

boundaries of Van province. 

In Table 3, the results of the normal 

distribution tests for these data are presented. The 

Kolmogorov-Smirnov and Shapiro-Wilk tests have 

been applied. According to the results of these tests, 

since the p-value is less than 0.05, the water level 

variable does not follow a normal distribution. 

 
Table 3. Tests of normality  

 Kolmogorov-

Smirnov 

Shapiro-Wilk 

Water Level 0.001 0.004 

 

𝑃(𝑎𝑣𝑔.𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟) =
1

𝑛
∑ 𝑃(𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟)

𝑛

𝑖=1
 

 

(5)    

 
The values measured by multiple stations 

have been transformed into a single value as shown 

in Equation (5). 

Here, P(parameter) represents the monthly 

measured values of the respective parameter, n 

represents the total number of stations where this 

parameter is measured, and P(avg.parameter) represents 

the monthly average value of this parameter. After 

this process, a total of 225 data points covering the 

years 2004-2022 were obtained. Among them, 216 

data points from 2004 to 2021 were used for model 

development, while 9 data points from 2022 were 

separated to test the established models, forming 

two distinct groups. 

Lastly, before constructing the models, the 

data was normalized using the adjusted minimum-

maximum method to enhance the efficiency of the 

models, as shown in Equation (6). This 

normalization process ensured that the data set takes 

on a dimensionless form within the range of  

 

0.1 to 0.9, aiming to improve the effectiveness of 

the models. 

 

𝑋𝑖 = 0.8
(𝑋 − 𝑋𝑚𝑖𝑛)

(𝑋𝑚𝑎𝑥 − 𝑋min )
+ 0.1 

 

(6)    

 

 Here, Xi represents the value to be 

normalized, X represents the measured value, Xmin 

represents the minimum value for X, and Xmax 

represents the maximum value for X. The equation 

is used to normalize Xi within the range of 0.1 to 0.9 

using the minimum and maximum values of X. 

 

 

 

Table 4. Descriptive statistics of the data 

 Mean Median Std. Deviation Minimum Maximum 

Rainfall 0.2977 0.2812 0.1416 0.1000 0.9000 

Temperature 0.5355 0.5510 0.2381 0.1000 0.9000 

Evaporation 0.3750 0.2938 0.2436 0.1000 0.9000 

Wind Speed 0.4306 0.4114 0.1448 0.1000 0.9000 

Relative Humidity  0.5050 0.5227 0.1903 0.1000 0.9000 

Actual Pressure 0.4932 0.4856 0.1516 0.1000 0.9000 

Water Level 0.4694 0.5339 0.2386 0.1000 0.9000 

 

In Table 4, descriptive statistics such as 

mean, median, standard error, and other measures 

have been provided for the normalized data. 

 

 

3. Results and Discussion 

 

3.1. Results of the ANN Model 

 

In order to develop and train an ANN model in the 

MATLAB environment, the data needs to be 

classified into training, testing, and validation sets. 
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This classification process is generally done 

randomly. Out of the total 216 data points allocated 

for training the ANN model, 70% are assigned for 

learning, 15% for testing, and 15% for validation 

purposes. 

 

 

Figure 3. The characteristics of an Artificial Neural 

Network (ANN) structure 

 

 Figure 3 illustrates the characteristics of 

the network structure. Due to the nonlinear 

relationship between the data, a feedforward 

backpropagation multilayer network, which is 

widely used, has been preferred. In the weight 

determination for prediction, the "TANSIG" 

function, which provided the most successful 

results through trial and error, was selected as the 

activation function. Various training functions 

available in Matlab were tested, and it was 

observed that the network learned best using the 

"TRAINLM (Levenberg-Marquardt)" function, 

which was consequently chosen. 

 

 

 

Figure 4. The structure of the ANN 

 The network architecture is depicted in 

Figure 4. It consists of 6 input data points and 1 

output data point. The number of layers and hidden 

cells is determined as 2 and 12, respectively. These 

values were chosen through trial and error as they 

yielded the most successful results. 

 The network achieved a low error value of 

0.0131, which indicates a high level of accuracy. 

The fact that this value is close to zero implies that 

the network has performed well. It took 

approximately 11 seconds for the network to reach 

its best result and complete the training process. 

The performance graph in Figure 5 illustrates how 

the training, validation, and testing data evolved 

during each iteration. According to this result, the 

completed model achieved its best performance at 

iteration 4.674. 

 

 

Figure 5. Performance Graph after YSA Training 

  

 Figure 6 illustrates the relationship 

between the input values entered into the model 

and the predictions made by the model. In this 

context, the regression (R) values for training, 

validation, and testing, as well as their overall 

value, are observed to be 0.88. Since these values 

are close to 1, the learning process has been 

successfully carried out. 
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Figure 6. YSA training regression results

 

The water level prediction using YSA was 

achieved with an accuracy of 99%. The Mean 

Absolute Percentage Error (MAPE) was found to 

be very close to 0, specifically 0.34, indicating a 

0.34% margin of error. The Mean Absolute 

Deviation (MAD) value was found to be 0.05. 

Having MAPE and MAD values close to 0 in 

predictions signifies that the network provides 

more realistic results. 

Table 5 presents real data that has not been 

introduced to the model before. These data were 

used as input for testing the generated model. Table 

6 shows the actual and predicted water levels for 

these data, along with the deviations between them. 

It is observed that the predicted values by the YSA 

model are very close to the actual values. For 

example, if the actual water level measured during 

a certain period is 1648.59, the YSA model predicts 

it as 1648.56 based on the meteorological 

parameters of that period. The difference between 

this predicted value and the actual water level is 

determined to be 0.0297. 

 

Table 5. Test data 

AB 

(hPa) 

B 

(mm) 

NN 

(%) 

RH  

(m÷sn) 

S 

(oC ) 

D 

(mm=kg÷m²) 

819.62 8.90 78.44 1.83 -6.51 61.68 

821.83 14.60 79.65 1.57 -3.02 22.87 

818.33 38.15 77.17 2.43 -1.65 61.29 

821.54 24.80 58.82 2.39 8.39 24.80 

821.22 115.30 66.83 2.37 10.50 47.77 

820.56 189.30 45.02 2.33 18.51 12.17 

819.34 255.20 35.76 2.30 22.11 1.34 

820.90 298.70 30.34 2.21 23.26 0.26 

822.86 230.20 35.15 2.11 18.46 0.64 
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Table 6. Actual and predicted water level values 

Actual Water Level (m) Predicted Water Level (m) |Actual - Predicted| (m) 

1648.49 1648.41 0.0713 

1648.49 1648.42 0.0721 

1648.52 1648.46 0.0650 

1648.58 1648.57 0.0120 

1648.67 1648.59 0.0733 

1648.66 1648.53 0.1341 

1648.59 1648.56 0.0276 

1648.59 1648.56 0.0297 

1648.33 1648.36 0.0284 

 

3.2. Results of the MRA Model 

 

The 216 data points used in the training of the ANN 

model were analyzed using Multiple Linear 

Regression techniques. The independent variables 

chosen were precipitation, temperature, 

evaporation, wind speed, relative humidity, and 

actual pressure, while the dependent variable was 

the lake water level. 

 
Table 7. Regression analysis results 

Regression 

Statistics 

R 0.50 

R2 0.25 

R-squared (Coefficient of determination) 0.23 

Standard deviation 0.21 

Number of observations 216 

 

The summary of the model created using 

regression analysis is presented in Table 7. The R-

value is observed as 0.50. The proximity of this 

value to 1 indicates the strength of the relationship 

between the variables. The coefficient of 

determination (R-squared) is calculated as 0.23, 

meaning that the independent variables can explain 

23% of the variation in the dependent variable. 

This value is relatively low, indicating that the 

model's fit to the data is considered inadequate. 

 

Table 8 presents the information regarding 

the p-values. The variables of actual pressure, 

relative humidity, wind speed, temperature and 

precipitation have p-values smaller than 0.05, 

indicating that they significantly influence the 

water level. 

 
Table 8. The analysis results of the regression 

analysis 

  p-Values 

Intercept 0.000 

Actual Pressure (hPa) 0.000 

Evaporation (mm) 0.246 

Relative Humidity (%) 0.002 

 

Wind Speed (m/s) 0.000 

Temperature (°C) 0.021 

Precipitation (mm=kg/m²) 0.028 

 
Table 9. The weight coefficients of the regression 

analysis 

 Coefficients 

Intercept Coefficient (Q) 1.185 

AB -0.631 

B -0.205 

NN -0.575 

RH -0.438 

S 0.104 

Y 0.321 

 

 The coefficients of the variables obtained 

from the regression analysis are shown in Table 9. 

These calculated coefficients indicate how much 

the respective parameters affect the water level. 
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𝑌 = 𝑄 + (−0.631 ∗ 𝐴𝐵) + (−0.205 ∗ 𝐵) + (−0.575 ∗ 𝑁𝑁) + (−0.438 ∗ 𝑅𝐻) + (0.104 ∗ 𝑆) + (0.321 ∗ 𝑌) 
   

           (7)    

 

Table 10. The prediction results of the regression analysis 

Actual Water Level (m) Predicted Water Level with CRA (m) | |AWL- PWL|(m) 

1648.49 1648.07 0.4168 

1648.49 1647.98 0.5093 

1648.52 1648.00 0.5157 

1648.58 1647.95 0.6343 

1648.67 1647.95 0.7183 

1648.66 1647.99 0.6721 

1648.59 1648.03 0.5577 

1648.59 1648.01 0.5712 

1648.33 1647.97 0.3603 

 

 The CRA equation is formulated as 

Equation (7). In this equation, the effects of 

independent variables on the dependent variable 

are determined. For example, a unit change in the 

temperature variable will result in a 0.104 change 

in the water level. By substituting the parameter 

values into the equation, the water level value is 

calculated. Using the test data in Table 5, the water 

level is predicted using this equation. Table 10 

shows the actual and predicted water levels for 

these data, along with the deviations. For instance, 

if the measured water level in a certain period is 

1648.49, the CRA model predicts it as 1648.07 

based on the meteorological parameters for that 

period. The difference between the predicted and 

actual water level values is determined as 0.4168. 

 

3.3. Comparison of ANN and MRA Models 

 

In this study, two different models, ANN and 

MRA, were developed using the same dataset of 

216 samples. Table 11 presents the performance 

results of the two models. Upon completion of 

model development, the R-squared values for ANN 

and MRA were found to be 0.88 and 0.50, 

respectively. The MAPE values were 0.34 for 

ANN and 3.34 for MRA, while the MAD values 

were 0.57 for ANN and 0.10 for MRA. Based on 

these results, the error rate of the ANN model was 

calculated as 0.34%, while the error rate of the 

MRA model was 3.34%. The mean absolute 

deviation (MAD) was found to be 0.05 for ANN 

and 0.10 for MRA. According to the MAD results, 

it was observed that the ANN model provided 

predictions closer to the actual water levels 

compared to the MRA model. The R-squared 

results of both models were compared to measure 

the level of relationship between variables. The 

comparison results indicated that the ANN model 

had a significantly higher level of relationship 

between variables compared to the MRA model. 

This value is expected to be close to 1 at all times. 

 
Table 11. The performance results of the YSA 

and MRA models 

Performance ANN MRA 

R 0.88 0.50 

MAPE (%) 0.34 3.34 

MAD 0.05 0.10 

  

The developed models were tested by 

predicting the water level using 9 identical datasets. 

The predicted water level values obtained from the 

test results were compared with the actual water 

level values. 
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Table 12. YSA and MRA Comparison 

Actual Water  Level ANN Water Level MRA Water |AW-ANN| |AW-MRA| 

1648.49  1648.41 1648.07 0.0713 0.4168 

1648.49  1648.42 1647.98 0.0721 0.5093 

1648.52  1648.46 1648.00 0.0650 0.5157 

1648.58  1648.57 1647.95 0.0120 0.6343 

1648.67  1648.59 1647.95 0.0733 0.7183 

1648.66  1648.53 1647.99 0.1341 0.6721 

1648.59  1648.56 1648.03 0.0276 0.5577 

1648.59  1648.56 1648.01 0.0297 0.5712 

1648.33  1648.36 1647.97 0.0284 0.3603 

 

Table 12 displays the actual water level 

values, the predicted values from both models, and 

the absolute differences between the actual and 

predicted values. For example, for a specific 

period, if the actual water level is 1648.49, the YSA 

model predicts it as 1648.41, and the MRA model 

predicts it as 1648.07. The absolute difference 

between the YSA prediction and the actual value is 

0.0713, while the absolute difference between the 

MRA prediction and the actual value is 0.4168. 

When comparing these two differences, it can be 

observed that the YSA model provides predictions 

that are closer to the actual values compared to the 

MRA model. 

 

4. Conclusion and Suggestions 

 

One of the sciences developed to study phenomena 

in nature and solve existing or potential problems 

is the science of data analysis. The science of data 

analysis aims to explain the subject with a certain 

probability and a limited number of observations 

using methods and theories appropriate to the data 

structure and to shed light on future research. In 

nature, there is a lot of data in every field of 

science, but it is important to know how to use 

these data and produce new information from them 

by analyzing them [22]. In this study, the 

relationship between changes in lake water level 

and some meteorological parameters was analyzed 

using ANN and MRA models, which are machine 

learning methods. 

 The results of the study indicate a close 

relationship between changes in the lake water 

level and meteorological parameters. The analyses 

conducted have shown that meteorological factors 

such as precipitation, temperature, evaporation, 

wind speed, relative humidity, and atmospheric 

pressure play a significant role in explaining the 

variations in the lake water level. The artificial 

neural network model used in this study has yielded 

highly accurate results in predicting the lake water 

level. With its ability to model complex 

relationships, the artificial neural network has 

achieved high levels of accuracy in predicting the 

lake water level. Additionally, it has been observed 

that artificial neural networks can be applied not 

only for temporal but also for spatial predictions of 

the lake water level. Furthermore, multiple linear 

regression analysis has been employed in the study 

to examine the relationship between independent 

variables and changes in the lake water level. This 

analysis has provided a more detailed 

understanding of the effects of meteorological 

parameters on the lake water level. However, it has 

been observed that the predictions obtained 

through the artificial neural network model offer 

more realistic results compared to multiple linear 

regression analysis. 

 The findings of this study demonstrate that 

changes in the water level of Lake Van are 

associated with meteorological factors and can be 

accurately predicted. These results will contribute 

to a better understanding of lake water level 

variations for decision-makers and researchers in 
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areas such as sustainable water resource 

management, environmental planning, and climate 

change. They will also assist in forecasting future 

scenarios related to lake water level changes. 

 In conclusion, this study examined the 

relationship between the lake’s water level and 

meteorological parameters, and this relationship 

was evaluated through specific statistical analyses. 

Statistical power can be assessed based on the 

results of these analyses. Specifically, it has been 

demonstrated how accurate the artificial neural 

network model’s predictions are and how it 

outperforms multiple linear regression analysis. 

This can be a significant factor in demonstrating 

the statistical strength of the study. 
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