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Abstract 
Nowadays, the forward-forward (FF) algorithm is very popular in the machine learning society, and it uses a square-based activation 

function. In this research, we inspired the FF algorithm and presented a new kernel for a local binary pattern named square-kernelled 

local binary pattern (SKLBP). By deploying the proposed one-dimensional SKLBP, a new feature engineering model has been 

presented. To measure the classification ability of the proposed SKLBP-based model, we have collected a new textural environmental 

sound classification (ESC) dataset. The collected dataset is a balanced dataset, and it contains 15 classes. There are 100 sounds in each 

class. Our proposed model has mimicked the deep learning structure. Therefore, it uses multileveled feature extraction methodology 

by using discrete wavelet transform. The features generated have been considered as input for the iterative feature selector. The chosen 

feature vector has been utilized as input of the k nearest neighbor classifier. The proposed SKLBP-based signal classification model 

reached 94% classification accuracy. In this aspect, we contributed to the ESC methodology by collecting the new textural ESC dataset 

and proposing the SKLBP-based ESC model. 

 
Keywords: Textural ESC dataset, Square-kernelled local binary pattern, Signal classification, Advanced signal processing, 

Textural feature extraction 

 

Özet 

Günümüzde ileri-ileri (FF) algoritması, makine öğrenimi toplumunda çok popülerdir ve kare tabanlı bir aktivasyon işlevi 

kullanır. Bu araştırmada, FF algoritmasından ilham aldık ve yerel ikili örüntü için yeni bir çekirdek sunduk ve bu, kare çekirdekli 

yerel ikili örüntü (SKLBP) olarak adlandırıldı. Önerilen tek boyutlu SKLBP'yi konuşlandırarak, yeni bir özellik mühendisliği 

modeli sunulmuştur. Önerilen SKLBP tabanlı modelin sınıflandırma yeteneğini ölçmek için, yeni bir dokusal çevresel ses 

sınıflandırması (ESC) veri seti topladık. Toplanan veri seti dengeli bir veri seti olup 15 sınıf içermektedir. Her sınıfta 100 ses 

vardır. Önerdiğimiz model derin öğrenme yapısını taklit etmiştir. Bu nedenle, ayrık dalgacık dönüşümü kullanarak çok düzeyli 

öznitelik çıkarma metodolojisini kullanır. Oluşturulan özellikler, yinelemeli özellik seçicinin girdisi olarak kabul edilmiştir. 

Seçilen öznitelik vektörü k en yakın komşu sınıflandırıcının girdisi olarak kullanılmıştır. Önerilen SKLBP tabanlı sinyal 

sınıflandırma modeli, %90'ın üzerinde doğruluğa ulaştı. Bu bağlamda, yeni dokusal ESC veri setini toplayarak ve SKLBP tabanlı 

ESC modelini önererek ESC metodolojisine katkıda bulunduk.  

 

Anahtar kelimeler: Dokusal ESC veri seti, Kare çekirdekli yerel ikili model, Sinyal sınıflandırması, Gelişmiş sinyal işleme, 

Dokusal özellik çıkarma 
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1. Introduction  
 

Today, machine learning techniques are used as decision support systems to assist experts in many different 

disciplines [1, 2]. These systems' main purpose is to reduce experts' workload or assist in areas where experts are not 

available [3]. For example, environmental sound classification (ESC) is a very popular topic, and different machine-

learning techniques have been presented to classify environmental sounds [4, 5]. In this study, a new automatic ESC 

method is proposed. The dataset collected for this purpose has 15 classes. The proposed method and the results 

obtained are presented below.   

 

1.1. Motivation and our proposal 
 

Many researchers have proposed variable automatic ESC models [6-8]. Our primary motivations are: 

- To propose a new textural feature extraction kernel and investigate the classification ability of this kernel, 

- To present a new textural ESC dataset. 

However, there are limited ESC models for textural sounds. To fill this literature gap, we gathered a new textural 

ESC dataset. This dataset has 1500 sounds with 15 classes. Moreover, a textural features-based feature engineering 

model has been presented in this study. The commonly known feature extraction function is a local binary pattern, 

and the advantages of the LBP [9, 10] are: (i) it is a very simple feature extractor, and any user can apply this feature 

extractor by deploying any programming environment, (ii) it generates salient/distinct features, (iii) 256 features are 

extracted without depending the length of the signal. However, LBP was proposed for images and images containing 

positive values. We have recommended a novel ESC model, and sounds contain both positive and negative values. 

Therefore, squared kernel has been introducred to use negative values as an actor for the feature creation by inspiring 

the FF algorithm, and our proposed feature extractor is named square-kernelled local binary pattern (SKLBP). 

SKLBP is a hand-crafted feature extractor, and hand-crafted feature extractors cannot create features at a high level. 

A multileveled feature creation/extraction architecture has been used to solve this problem. Herein, we have used 14 

leveled structures. Thus, our methodology is named SKLBP14. SKLBP14 uses an iterative (loop-based) feature 

selector, and this feature selection function is iterative neighborhood component analysis (INCA). INCA can select 

the best feature combination among the used features. We used the k nearest neighbors (kNN) classifier in the 

classification phase with 10-fold cross-validation.  

 

1.2. Innovations and Contributions 

 
The contributions and innovations of this research are: 

Innovations: 

- A novel one-dimensional feature creation function has been recommended.  

- A new textural environmental sound dataset was collected. 

- A new generation feature engineering model has been proposed, and this model is named SKLBP14. 

Contributions: 

- Hinton [11] proposed a new machine-learning model, and it is named FF. FF uses a square-based activation 

function, and there is no need to use any backpropagation algorithm. The feature engineering models are 

generally forward models. Therefore, the FF algorithm can be beneficial for feature engineering. In this work, 

we only used the activation function of the FF algorithm as a kernel to show the benefits of the FF for feature 

engineering. In this aspect, we are the first team to use a square kernel for textural feature extraction. 

- In the literature, there are variable ESC models and datasets. However, ESC is wide and specific ESC models 

should be presented. To contribute to this area, we acquired a new ESC dataset, a textural ESC dataset. This 

dataset is not a small dataset since there are 15 textural sounds in this dataset. 

- Deep learning (DL) models are the flagships of ML. However, DL models are very expensive in view of the 

computational complexity [12, 13]. Feature engineering models must be used to propose lightweight models, 

but we should benefit from deep learning structures [14]. Hence, a new multilevel feature engineering model 

has been presented, and it is named SKLBP14. 

of the foundation. For each distance, three different excavation was used with dimensions (1B, 1.5B and 2B). 
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2. Our Dataset 

 
We collected a new textural sound dataset, a balanced dataset. There are 15 classes in this dataset, and the used classes are 

(i) applause, (ii) bubbling water, (iii) fire, (iv) frogs, (v) geese, (vi) helicopter, (vii) insects, (viii) jackhammer, (ix) rain, (x) 

rusting paper, (xi) sparrows, (xii) stream, (xii) train, (xiv) waves and (xv) wind. This dataset is a balanced dataset, and each 

class contains 100 sounds. The duration of each sound signal is about 2 seconds, and the sampling frequency of these 

sounds is 44.1 KHz. This textural sound dataset was collected from https://freesound.org/ and https://www.youtube.com/. 

This dataset contains textural sounds. Therefore, we named it TESC. This dataset is available at 

https://www.kaggle.com/datasets/senguldogan/texturalesc.  

 

3. The Proposed SKLBP 

 

Herein, we have presented the proposed SKLBP feature extractor. SKLBP feature extractor is a new version of the LBP. 

LBP was proposed for image classification, and a one-dimensional version of this selector has generally been used for 

signal classification. In the proposed SKLBP, we used the FF algorithm's activation function. This formula's main objective 

is to get the feature by using negative values. The schema of the SKLBP model is schematically explained in Figure 1.  

 

 
 

Figure 1. Graphical overview of the proposed SKLBP feature generator 

 

In Figure 1, the schema of the proposed SKLBP feature extraction function has been given. This model is a LBP-like 

model and we have changed the kernel of this model to get distint fatures. The steps of these feature extractors are also 

listed below to clarify our proposed SKLBP feature extraction function. The steps are called S.  

 

S1: Divide signal/sounds into overlapping blocks with nine lengths. 

 
𝑏𝑙𝑖 = 𝑆(𝑖 + 𝑗 − 1), 𝑖 ∈ {1,2, … , 𝑙 − 8}, 𝑗 ∈ {1,2, … ,9} (1) 

 

Herein, 𝑏𝑙𝑖 defines ith the created overlapping block with a length of nine, 𝑆 defines the used signal, and 𝑙 is the length of 

the used signal.  

 

S2: Generate binary features from each overlapping block. 

 

𝑐𝑒𝑛𝑡𝑒𝑟 = 𝑏𝑙𝑖(5) (2) 

𝑏𝑖𝑡𝑖(𝑘) = 𝜎(𝑏𝑙𝑖(𝑡)2 − 𝑐𝑒𝑛𝑡𝑒𝑟), 𝑡 ∈ {1,2, … ,9} 𝑎𝑛𝑑 𝑡 ≠ 5, 𝑘 ∈ {1,2, … ,8}  (3) 

𝜎(𝑏𝑙𝑖(𝑡)2 − 𝑐𝑒𝑛𝑡𝑒𝑟) = {
0, 𝑏𝑙𝑖(𝑡)2 − 𝑐𝑒𝑛𝑡𝑒𝑟 < 0

1, 𝑏𝑙𝑖(𝑡)2 − 𝑐𝑒𝑛𝑡𝑒𝑟 ≥ 0
 (4) 

https://freesound.org/
https://www.youtube.com/
https://www.kaggle.com/datasets/senguldogan/texturalesc
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The given equations above have been defined as our recommended binary feature generation method with our proposed 

square kernel. In these equations (Eqs 2-4), 𝑏𝑖𝑡 is a binary feature, 𝜎 is our used bit extraction function, and we used the 

square of the used non-center value in this function, and this function is similar to the signum function. In this step, 8 bits 

are created.  

 

S3: Create a feature map signal with the calculated bits. 

 

𝑓𝑚(𝑖) = ∑ 𝑏𝑖𝑡𝑖(𝑘) × 28−𝑘

8

𝑘=1

 (5) 

 

where 𝑓𝑚 is the generated feature map signal. 

 

S4: Extract histogram of the 𝑓𝑚 to generate feature vector with a length of 256 (=28). 

 

𝑓𝑒𝑎𝑡𝑢𝑟𝑒 = 𝜙(𝑓𝑚) (6) 
  

where 𝑓𝑒𝑎𝑡𝑢𝑟𝑒 is the feature vector and 𝜙 is histogram extraction function. 

The given four steps above (S1-S4) have been defined the proposed SKLBP feature extraction function. 

 

4. The Proposed Model 

 

In this section, the details of the proposed SKLBP model has been given. In this model, we mimicked DL structure. General 

phases of the proposed SKLBP14 are (i) SKLBP-based multileveled feature extraction, (ii) loop-based distinct feature 

selection and (iii) classification. To better explain our proposed SKLBP14 model, we schematized this model in Figure 2.  

 

 
 

Figure 2. Schematic depiction of the proposed model. The abbreviations used in this figure are explained as follows 

 

MDWT: multilevel discrete wavelet transform, L: low-pass filter wavelet coefficients (wavelet bands), F: feature vectors 

with a length of 256. 

 

As stated in Figure 2, we have applied MDWT with 13 levels and used low-pass filter (L) bands since L bands are named 

approximation bands. By deploying SKLBP to these wavelet bands and the raw sound. We have generated features in both 
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frequency and space domains by deploying this strategy. Moreover, a new multileveled feature generation method was by 

deploying MDWT. Herein, the mother wavelet function is symlet 4. Symlet 4 is a useful wavelet filter for sound noise 

reduction. Therefore, we selected this filter. By deploying the presented SKLBP to 14 signals (=13 wavelet bands + 1 

sound), SKLBP14 has been created. In Figure 2, 14 feature vectors have been depicted using yellow box and F. The length 

of each feature vector is equal to 256. Therefore, there are 14 feature vectors. Hence, we have obtained 3584 (=256×14) 

features finally. The best feature combination among the generated 3584 has been selected by employing the INCA feature 

selector. For this research, the best 449 features were selected among the created 3584 features by INCA. The kNN 

classifier has classified these features. The steps of our SKLBP19 are:  

 

Step 1: Read each sound from the collected TESC dataset. 

 

Step 2: Deploy MDWT to generate wavelet bands. Symlet 4 has utilized a mother wavelet filter. 

 

[𝐿1, 𝐻1] = 𝜓(𝑆) (7) 

[𝐿𝑟, 𝐻𝑟] = 𝜓(𝐿𝑟−1), 𝑟 ∈ {2,3, … ,13}  (8) 

  

Herein, 𝐿 defines low-pass filter bands, 𝐻 represents high-pass filter bands and 𝜓 is the DWT function. By deploying Eqs. 

7-8, 13 leveled MDWT has been created. 

 

Step 3: Create feature vectors deploying the generated L bands, raw sound and SKLBP feature generator. 

𝐹1 = 𝜉(𝑆) (9) 

𝐹𝑞+1 = 𝜉(𝐿𝑞), 𝑞 ∈ {1,2, … ,13}  
(10) 

 

where 𝐹 is the feature vector by generating the proposed SKLBP feature generator, and it is defined using 𝜉 function. In 

this step, 14 feature vectors have been created. 

 

Step 4: Merge the created features to get the merged/final feature vector. 

 

𝑋(𝑎 + 256 × (𝑏 − 1)) = 𝐹𝑏(𝑎), 𝑎 ∈ {1,2, … ,14}, 𝑏 ∈ {1,2, … ,256} (11) 

 

where 𝑋 is the final feature vector. 

 

Step 5: Deploy NCA to the final feature vector created and get the qualified feature indexes. 

 

𝑖𝑑 = 𝒩(𝑋, 𝑦) (12) 

 

where 𝑖𝑑 is the sorted/qualified indexes, 𝒩 is the NCA feature selection function, and 𝑦 is the actual outputs. 

 

Step 6: Select the feature vectors iteratively per the initial and final values of the loop. 
 

𝑐𝑓𝑟−𝑠𝑣+1(𝑑, 𝑖) = 𝑋(𝑑, 𝑖𝑑(𝑖)), 𝑖 ∈ {1,2, … , 𝑟}, 𝑟 ∈ {𝑠𝑣, 𝑠𝑣 + 1, … , 𝑓𝑣}, 𝑑 ∈ {1,2, … , 𝑁𝑜𝑆} 
(13) 

 

Herein, 𝑠𝑣 is the start value of the loop, 𝑓𝑣 is the last value of the loop, 𝑐𝑓 defines chosen feature vector, and 𝑁𝑜𝑆 is the 

number of sounds. 

 

Step 6: Compute the misclassification rates of the selected features. In this step, kNN has been utilized as a loss value 

calculator. 

ℒ(𝑟 − 𝑠𝑣 + 1) = 𝒦(𝑐𝑓𝑟−𝑠𝑣+1, 𝑦) (14) 
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Herein, ℒ is the loss value, and 𝒦 is the kNN classifier. By deploying 𝒦 to the feature vector, misclassification rates have 

been computed. 

 

Step 7: Find/calculate the index of the minimum loss/misclassification value. 

 

𝑖𝑥 = 𝑚𝑖𝑛(ℒ) (15) 

 

where 𝑖𝑥 is the index of the minimum misclassification value. 

 

Step 8: Choose the optimal features by deploying the index calculated in the previous step and chosen feature vectors. 

 

𝑠𝑓𝑣 = 𝑐𝑓𝑖𝑥−𝑠𝑣+1 (16) 

 

where 𝑠𝑓𝑣 is the selected feature vector.  

 

Step 9: Calculate results by applying kNN to the selected features. 

 

𝑅 = 𝒦(𝑠𝑓𝑣, 𝑦) (17) 

Herein, 𝑅 is the result. 

 

These 9 steps above are defined our recommended SKLPB14. 

 

5. Experimental Results and Discussions 
 

The recommended model was programmed on the MATLAB (2021a) environment. A personal computer was used for 

implementation, and we coded this model functionally. The proposed model is a parametric architecture, and the 

parameters are given below. 

 

MDWT: 13 leveled MDWT with symlet 4 filter [15].  

 

SKLBP: Square kernel, 9 sized overlapping blocks, histogram-based feature extraction. 

 

Feature generation: We applied SKLBP to 14 signals (1 sound + 13 wavelet bands). 

 

INCA: Loop range: [100,1000], 901 feature vectors have been created. kNN with 10-fold cross-validation (CV) is 

considered a loss value calculator [16]. 

 

kNN: k is 1, distance is L1-norm (Manhattan), and validation is 10-fold CV [17, 18]. 

 

We used these parameters to implement the proposed model. In order to evaluate the performance of the presented SKLBP-

based model, we have used accuracy, unweighted average precision (UAP), and overall F1 measures. We have used overall 

performance evaluation metrics since our dataset contains 15 classes. Moreover, we have presented class-by-class 

classification measures to show our SKLBP-based model's classification performance clearly. The evaluation metrics are 

mathematically defined below [19, 20]. 

 

   

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑡𝑛 + 𝑡𝑝

𝑡𝑛 + 𝑓𝑛 + 𝑓𝑝 + 𝑡𝑝
 (18) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑡𝑝

𝑡𝑝 + 𝑓𝑝
  (19) 
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𝐹1 =
2𝑡𝑝

2𝑡𝑝 + 𝑓𝑝 + 𝑓𝑛
 

(20) 

 

 

 

Herein, 𝑡𝑛, 𝑓𝑛, 𝑓𝑝 and 𝑡𝑝 are the number of true negatives, false negatives, false positives, and true positives, respectively. 

The calculated confusion matrix is demonstrated in Figure 3.  

 

 
 

Figure 3. The calculated confusion matrix of the proposed SKLBP-based model 

 

By using Figure 3, we have calculated overall performance metrics and these metrics are listed in Table 1. 

 
Table 1. Results (%) of our recommended SKLBP-based textural ESC approximation 

 

Performance metric Result 

Accuracy 94 

UAP 94.26 

F1 94.03 

 

Table 1 tabulated that our proposal achieved over or equal 94% for all overall performance metric. Furthermore, we have 

calculated class-wise (class by class) classification performances by deploying confusion matrix and these results are 

depicted in Figure 4.  

 

 
 

Figure 4. Class-wise classification performances 
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Figure 4 demonstrated that the best accurate class is the 13th class (it reached 99% class-wise accuracy), and this class 

contains the sound of the train, and the worst class is the 8th class (87% recall/class-wise accuracy was yielded), and this 

class is a jackhammer. Moreover, all class-wise results are higher than 84%.   

 

The findings of this work are also listed below. 

- We gathered a new textural ESC dataset. ESC is a commonly studied work but there are limited public textural 

ESC dataset. Therefore, we published this dataset to contribute the ESC.  

- Forward-forward is a new and popular model in the machine learning society. A basic application (similar method) 

of the FF (the proposed SKLBP) for feature extraction has been presented. 

- We have proposed a multilevel feature engineering model which is called SKLBP14 (we mimicked deep learning 

structures to get both low and high leveled features).  

- Our proposed model attained 94% classification accuracy, 94.26% UAP and 94.03% overall F1-score. For this 

point, this model got high classification performance. 

- 13th class is the best accurate class among the used 15 class since it attained 99% class-wise accuracy (recall).  

- 10-fold cross-validation was used to get robust classification results. 

- This model is a very simple model. Thus, other signal classification problems can easily solved by applying our 

proposed model.  

- We have used hand-crafted feature extraction model and the time burden of this function is equal to 𝑂(𝑛). In this 

aspect, a lightweight ESC model has been presented. 

- Soon, we are planning to gather more ESC sounds and we will propose a 1D-LBP-based deep learning model like 

convolutional neural network (CNN). 

 

6. Conclusions 
 

In this research, we have proposed a new kernel for LBP. This kernel is square-based, and this kernel is named SKLBP. 

By using SKLBP, we have presented a new feature engineering model. In order to test the classification performance our 

proposal, we have collected a new TESC dataset. This dataset contains 1500 sounds with 15 classes. In this model, MDWT 

was applied to generate frequency bands, and SKLBP extracted features from bands and the raw sound. The generated 

features were fed to the INCA feature selector, and the most informative features were selected. Finally, the selected 

features were utilized as input for the kNN classifier to get classification results. By deploying our model, 94% 

classification accuracy was attained. This result clearly highlighted that our presented SKLBP-based sound classification 

model is good for textural sound classification.  

 

Collecting a bigger TESC dataset and presenting an explainable feature engineering model for TESC are among our near 

future plans. Moreover, the presented SKLBP-based model can be applied to other one-dimensional data classification 

problems. 
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