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Çay Vocational and Technical Anatolian High School, 53020, Rize, Türkiye.

Received: 03-07-2023 • Accepted: 02-11-2024

Abstract. In this article, we construct new sequence spaces by combining the integrated and differentiated
sequence spaces with the binomial matrix. We first construct the properties of these new sequence spaces and
we examine some inclusion relations. Furthermore, we determine α−, β− and γ− duals of the integrated and
differentiated sequence spaces separately and provide proofs for some of them. Additionally, we characterize some
matrix classes associated with these new sequence spaces, along with the obtained results. Finally, we investigate
some geometric properties of new integrated sequence spaces.
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1. Introduction

Let w be the set of all real (or complex) valued sequences. w is a vector space under scalar multiplication and
pointwise addition. Each vector subspace of w is called a sequence space. ℓ∞, c0 and c are symbolic of all bounded,
null and convergent sequence spaces, respectively.

If each of the transformations qk : X → C defined by qk(x) = xk is continuous for ∀k ∈ N, then a Banach sequence
space is called a BK-space [7]. Hence, we can say that the sequece spaces ℓ∞, c0 and c are BK-spaces with the sup-norm
defined by

∥x∥∞ = sup
n∈N
|xn| .

Let T and U be two sequence spaces, x = (xk) ∈ w and B = (bnk) be an infinite matrix. In this case, the B-transform of
x is assumed to be convergent for all n ∈ N and is defined by

(Bx)n =
∑

k

bnk xk,

where the entries of matrix B are complex numbers. Then, using the notation (T : U), we denote the class of all infinite
matrices from T to U and defined as

(T : U) = {B = (bnk) : Bt ∈ U f or all t ∈ T } .

The matrix domain of B = (bnk) in T is determined as follows;

TB = {t = (tk) ∈ w : Bt ∈ T }
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and which is also a sequence space [22].
Now, we define the the matrix domain of the summation matrix S = (snk) such that;

snk =

{
1 , 0 ≤ k ≤ n
0 , k > n

for all n, k ∈ N.
Thus, the sets of all bounded and convergent series are defined as bs = (ℓ∞)s and cs = cs , respectively.
An infinite matrix B = (bnk) is named triangle matrix if bnk = 0 for k > n and bnn , 0 for all n, k ∈ N. The inverse

of a triangle matrix is always exist. Also, this inverse is unique and triangle.
The integrated and differentiated sequence spaces was first used by Goes and Goes [12]. Recently, these sequence

spaces and some of their properties have been investigated by Kirişçi [14–16].
Also, the domain of the binomial matrix and the binomial sequence spaces was first defined by Bişgin [2, 3]. Then;

Bişgin [4–6], Meng [17], Sönmez [19] and Topal [21] conducted various studies using the binomial matrix.

2. New Sequence Spaces

The definition of the Binomial matrix Bu,v =
(
bu,v

nk

)
is as follows;

bu,v
nk =

{ 1
(v+u)n

(
n
k

)
vn−kuk , 0 ≤ k ≤ n

0 , k > n

for all u, v ∈ R, v · u > 0 and n, k ∈ N. We assume that v · u > 0 from now on unless otherwise stated.
The binomial sequence spaces bu,v

0 , bu,v
c , bu,v

p and bu,v
∞ were first defined by Bişgin in [2] and [3] as follows;

bu,v
0 =

y = (yk) ∈ w : lim
n→∞

1
(v + u)n

n∑
k=0

(
n
k

)
vn−kukyk = 0

 ,
bu,v

c =

y = (yk) ∈ w : lim
n→∞

1
(v + u)n

n∑
k=0

(
n
k

)
vn−kukyk exists

 ,
bu,v

p =

y = (yk) ∈ w :
∑

n

∣∣∣∣∣∣∣ 1
(v + u)n

n∑
k=0

(
n
k

)
vn−kukyk

∣∣∣∣∣∣∣
p

< ∞

 (1 ≤ p < ∞)

and

bu,v
∞ =

y = (yk) ∈ w : sup
n∈N

∣∣∣∣∣∣∣ 1
(v + u)n

n∑
k=0

(
n
k

)
vn−kukyk

∣∣∣∣∣∣∣ < ∞
 .

Then, the sequence spaces bu,v
0 (▽), bu,v

c (▽) and bu,v
∞ (▽) derived by composition the binomial matrix and difference

operator defined by Meng and Song in [17] as follows;

bu,v
0 (▽) =

y = (yk) ∈ w : lim
n→∞

1
(v + u)n

n∑
k=0

(
n
k

)
vn−kuk(yk − yk−1) = 0

 ,
bu,v

c (▽) =

y = (yk) ∈ w : lim
n→∞

1
(v + u)n

n∑
k=0

(
n
k

)
vn−kuk(yk − yk−1) exists


and

bu,v
∞ (▽) =

y = (yk) ∈ w : sup
n∈N

∣∣∣∣∣∣∣ 1
(v + u)n

n∑
k=0

(
n
k

)
vn−kuk(yk − yk−1)

∣∣∣∣∣∣∣ < ∞
 .

Afterward, the sequence spaces bu,v
0 (G), bu,v

c (G) and bu,v
∞ (G) derived by combining the binomial matrix and double

band matrix defined by Sönmez in [19] as follows;
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bu,v
0 (G) =

y = (yk) ∈ w : lim
n→∞

1
(v + u)n

n∑
k=0

(
n
k

)
vn−kuk(ayk + byk−1) = 0

 ,
bu,v

c (G) =

y = (yk) ∈ w : lim
n→∞

1
(v + u)n

n∑
k=0

(
n
k

)
vn−kuk(ayk + byk−1) exists


and

bu,v
∞ (G) =

y = (yk) ∈ w : sup
n∈N

∣∣∣∣∣∣∣ 1
(v + u)n

n∑
k=0

(
n
k

)
vn−kuk(ayk + byk−1)

∣∣∣∣∣∣∣ < ∞
 ,

where double band matrix G = (gnk) is defined as follows;

gnk =


a , k = n
b , k = n − 1
0 , o.w

for every n, k ∈ N and a, b ∈ R\ {0}.
Afterward, the sequence spaces bu,v

0 (D), bu,v
c (D) and bu,v

∞ (D) defined by Bişgin in [6] by combining the binomial
matrix and triple band matrix as follows;

bu,v
0 (D) =

y = (yk) ∈ w : lim
n→∞

1
(v + u)n

n∑
k=0

(
n
k

)
vn−kuk(ayk + byk−1 + cyk−2) = 0

 ,
bu,v

c (D) =

y = (yk) ∈ w : lim
n→∞

1
(v + u)n

n∑
k=0

(
n
k

)
vn−kuk(ayk + byk−1 + cyk−2) exists


and

bu,v
∞ (D) =

y = (yk) ∈ w : sup
n∈N

∣∣∣∣∣∣∣ 1
(v + u)n

n∑
k=0

(
n
k

)
vn−kuk(ayk + byk−1 + cyk−2)

∣∣∣∣∣∣∣ < ∞
 ,

where triple band matrix D = (dnk) is defined by

dnk =


a , k = n
b , k = n − 1
c , k = n − 2
0 , o.w

for all n, k ∈ N and a, b, c ∈ R\ {0}.
Lastly, the sequence spaces bu,v

0 (Q), bu,v
c (Q) and bu,v

∞ (Q) defined by Topal in [21] by using composition the binomial
matrix and quadruple band matrix such that;

bu,v
0 (Q) =

y = (yk) ∈ w : lim
n→∞

1
(v + u)n

n∑
k=0

(
n
k

)
vn−kuk(ayk + byk−1 + cyk−2 + dyk−3) = 0

 ,
bu,v

c (Q) =

y = (yk) ∈ w : lim
n→∞

1
(v + u)n

n∑
k=0

(
n
k

)
vn−kuk(ayk + byk−1 + cyk−2 + dyk−3) exists


and

bu,v
∞ (Q) =

y = (yk) ∈ w : sup
n∈N

∣∣∣∣∣∣∣ 1
(v + u)n

n∑
k=0

(
n
k

)
vn−kuk(ayk + byk−1 + cyk−2 + dyk−3)

∣∣∣∣∣∣∣ < ∞
 ,

where quadruple band matrix Q = (qnk(a, b, c, d)) as follows:
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qnk(a, b, c, d) =


a , k = n
b , k = n − 1
c , k = n − 2
d , k = n − 3
0 , o.w.

for all n, k ∈ N and a, b, c, d ∈ R\ {0}.
Now, we define the matrix ((k + 1)I) such that;

(k+1)I =


1 0 0 . . .
0 2 0 . . .
0 0 3 . . .
...
...
...
. . .


where k ∈ N0 = {0, 1, 2, . . . }. Accordingly, Goes and Goes define the integrated and differentiated sequence spaces [12]∫

X =
{
y = (yk) ∈ w :

((
k + 1

)
yk

)
∈ X

}
= X(k+1)I

and

dX =
{

y = (yk) ∈ w :
(( 1

k + 1

)
yk

)
∈ X

}
= X( 1

k+1 )I,

where X is a sequence space and if we take k = 0, we obtain
∫

X = X and dX = X.
Now, we define the new sequence spaces by composition of the binomial matrix and the integrated and differentiated

sequence spaces. Let X ∈
{
bu,v

c , b
u,v
0 , b

u,v
∞

}
.

If X = bu,v
c , new sequence spaces written as follows;∫

bu,v
c = (bu,v

c )(k+1)I =

y = (yk) ∈ w : lim
n→∞

1
(v + u)n

n∑
k=0

(
n
k

)
vn−kuk(k + 1)yk exists

 = [(c)Bu,v ](k+1)I

and

dbu,v
c = (bu,v

c )( 1
k+1 )I =

y = (yk) ∈ w : lim
n→∞

1
(v + u)n

n∑
k=0

(
n
k

)
vn−kuk

(
1

k + 1

)
yk exists

 = [(c)Bu,v ]( 1
k+1 )I.

Also, by constructing a matrix Gu,v = (gu,v
nk ) = Bu,v(k + 1)I so that;

gu,v
nk =

{ 1
(v+u)n

(
n
k

)
vn−kuk(k + 1) , 0 ≤ k ≤ n

0 , k > n

for all n, k ∈ N. New integrated sequence spaces can be redefined by matrix Gu,v = (gu,v
nk ) = Bu,v(k + 1)I as follows;∫

bu,v
c = (c)Gu,v ,

∫
bu,v

0 = (c0)Gu,v ,

∫
bu,v
∞ = (ℓ∞)Gu,v . (2.1)

So, for given x = (xk) ∈ w , the Gu,v-transform of x is defined as follows:

yk = (Gu,vx)k =
1

(v + u)k

k∑
i=0

(
k
i

)
vk−iui(i + 1)xi,

where ∀k ∈ N.
Similarly, by constructing a matrix Fu,v = ( f u,v

nk ) = Bu,v
(

1
k+1

)
I so that;

f u,v
nk =

{ 1
(v+u)n

(
n
k

)
vn−kuk

(
1

k+1

)
; 0 ≤ k ≤ n

0 , k > n

for all k ∈ N. The new differentiated sequence spaces can be redefined by the matrix Fu,v = ( f u,v
nk ) as follows;
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dbu,v
c = (c)Fu,v , dbu,v

0 = (c0)Fu,v , dbu,v
∞ = (ℓ∞)Fu,v . (2.2)

So, for given x = (xk) ∈ w , the Fu,v-transform of x is defined as follows:

yk = (Fu,vx)k =
1

(v + u)k

k∑
i=0

(
k
i

)
vk−iui

(
1

i + 1

)
xi,

where ∀k ∈ N.

Theorem 2.1. Let X ∈ {bu,v
c , b

u,v
0 , b

u,v
∞ }. The sequence spaces

∫
X and dX are BK-spaces with their norms defined as

follows;

∥x∥∫ X = ∥G
u,vx∥∞ = sup

k∈N
|(Gu,vx)k | (2.3)

and

∥x∥dX = ∥F
u,vx∥∞ = sup

k∈N
|(Fu,vx)k | .

Proof. The sequence spaces c,c0 and ℓ∞ are already known that BK-spaces with the norm ∥x∥∞ = sup
k∈N
|xk |, Gu,v = (gu,v

nk )

and Fu,v = ( f u,v
nk ) are two triangular matrices and the states (2.1) and (2.2) hold. If we combining these results along

with Wilansky’s Theorem 4.3.12 of [22], we obtain that the spaces
∫

Xand dX are BK-spaces. Thus, the proof is
complete. □

Theorem 2.2. The sequence spaces
∫

bu,v
c and dbu,v

c ,
∫

bu,v
0 and dbu,v

0 ,
∫

bu,v
∞ and dbu,v

∞ are linearly isomorphic to the
sequence spaces c, c0 and ℓ∞ , respectively.

Proof.
i) We provide the proof of theorem for the sequence space

∫
bu,v

0 . Let L is a transformation. This transformation is
defined as L :

∫
bu,v

0 → c0 such that L(x) = Gu,vx. The linearity of L is clear. Also, it is obvious that x = θ whenever
Gu,v = θ. Therefore, L is injective.

Now, let us define a sequence x = (xn) for a given sequence y = (yn) ∈ c0 as follows:

xn = u−n 1
n + 1

n∑
k=0

(
n
k

)
(−v)n−k(u + v)kyk (2.4)

for all k ∈ N.

(((
k + 1)I

)
x
)

k
= (k + 1)xk = u−k

k∑
l=0

(
k
l

)
(−v)k−l(u + v)lyl.

Then, we obtain

lim
n→∞

(Gu,vx)n = lim
n→∞

1
(v + u)n

n∑
k=0

(
n
k

)
vn−kuk(k + 1)xk

= lim
n→∞

1
(v + u)n

n∑
k=0

(
n
k

)
vn−kuk

u−k
k∑

l=0

(
k
l

)
(−v)k−l(u + v)lyl


= lim

n→∞
yn

= 0.

This implies that x = (xn) ∈
∫

bu,v
0 and L(x) = y. Consequently, L is surjective and norm preserving from (2.3).

Thus,
∫

bu,v
0 � c0.
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ii) Let T be a transformation such that T : dbu,v
0 → c0 , T (x) = Fu,vx. By using;

xn = u−n(n + 1)
n∑

k=0

(
n
k

)
(−v)n−k(u + v)kyk (2.5)

in proof (i), similarly processes are carried out. Thus, the proof of (ii) is complete.
□

Theorem 2.3. The inclusion c ⊂ dbu,v
0 is strict.

Proof. Suppose that x = (xk) ∈ c , namely lim
k→∞

xk = ℓ. Then, we have; lim
k→∞

((
1

k+1 I
)
x
)

k
= 0. Furthermore, the

binomial matrix is regular whenever u · v > 0. By combining these facts, we conclude that for x ∈ c, the sequence
Bu,v

(
1

k+1 I
)

x ∈ c0. Therefore, x ∈ dbu,v
0 whenever x ∈ c. So, the inclusion c ⊂ dbu,v

0 holds.
Now, we determine a sequence x = (xk) defined as xk = (−1)k for all k ∈ N. Then, we know that xk = (−1)k < c but(

1
k+1

)
I(−1)k ∈ c0. Also, since the binomial matrix is regular;

Bu,v
(( 1

k + 1

)
I
)
x = Fu,vx =

1
(v + u)k

k∑
i=0

(
k
i

)
vk−iui 1

i + 1
(−1)i ∈ c0

and then x ∈ dbu,v
0 . This result shows that the inclusion c ⊂ dbu,v

0 is strict. □

Theorem 2.4. The inclusions dbu,v
0 ⊂ dbu,v

c ⊂ dbu,v
∞ strictly hold.

Proof. We know that every null sequence is convergent and every convergent sequence is bounded. So, the inclusions
dbu,v

0 ⊂ dbu,v
c ⊂ dbu,v

∞ hold.
Now, we define two sequences y = (yk) and z = (zk) such that;

yk = k + 1

and

zk = (k + 1)
(
− 2v+u

u

)k

for all k ∈ N. Then, we can observe that;

Fu,vy = e ∈ c \ c0

and

Fu,vz = (−1)k ∈ ℓ∞ \ c.

Namely y = (yk) ∈ dbu,v
c \ dbu,v

0 and z = (zk) ∈ dbu,v
∞ \ dbu,v

c . These two facts shows that the inclusions dbu,v
0 ⊂ dbu,v

c ⊂

dbu,v
∞ are strict. The proof is complete. □

3. Dual Spaces

In this section, we establish α−, β− and γ− duals of the integrated and differentiated sequence spaces
∫

Y and dY ,
where Y ∈ {bu,v

c , b
u,v
0 , b

u,v
∞ }.

Given two sequence spaces T and U, the multiplier space M(T,U) is defined as follows;

M(T,U) = {a = (ak) ∈ w : at = (aktk) ∈ U f or all t = (tk) ∈ T }.
The following are called α− dual, β−dual and γ−dual of T , respectively;

Tα = M(T, ℓ1), T β = M(T, cs) and T γ = M(T, bs).
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Now, let us give some properties that will be useful to us in the subsequent lemma.

sup
K∈F

∑
n

∣∣∣∣∣∣∣∑k∈K ank

∣∣∣∣∣∣∣ < ∞ (F is the collection o f all f inite subsets o f N), (3.1)

sup
n∈N

∑
k

|ank | < ∞, (3.2)

lim
n→∞

∑
k

|ank | =
∑

k

∣∣∣∣∣ limn→∞
ank

∣∣∣∣∣ , (3.3)

lim
n→∞

ank = µk f or each k ∈ N, (3.4)

lim
n→∞

∑
k

ank = µ. (3.5)

Lemma 3.1 ( [20]). Let A = (ank) be an infinite matrix. In that case, the following statements hold;
(i) A = (ank) ∈ (c0 : ℓ1) = (c : ℓ1) = (ℓ∞ : ℓ1)⇔ (3.1)

(ii) A = (ank) ∈ (c0 : ℓ∞) = (c : ℓ∞) = (ℓ∞ : ℓ∞)⇔ (3.2)

(iii) A = (ank) ∈ (c0 : c)⇔ (3.2) and (3.4)

(iv) A = (ank) ∈ (c : c)⇔ (3.2), (3.4) and (3.5)

(v) A = (ank) ∈ (ℓ∞ : c)⇔ (3.3) and (3.4)

(vi) A = (ank) ∈ (c : c0)⇔ (3.2), (3.4) and (3.5) with µk = 0 f or all k ∈ N and µ = 0

Theorem 3.2. The α-dual of the intagrated sequence spaces
∫

X is the set;

ξu,v1 =

a = (ak) ∈ w : sup
K∈F

∑
n

∣∣∣∣∣∣∣ 1
n + 1

∑
k∈K

1
un

(
n
k

)
(−v)n−k(u + v)kan

∣∣∣∣∣∣∣ < ∞
 ,

where X ∈ {bu,v
c , b

u,v
0 , b

u,v
∞ }.

Proof. Let any a = (an) ∈ w be given. Then, by considering the sequence x = (xn) defined by (2.4). We have;

anxn =

n∑
k=0

1
un

(
n
k

)
(−v)n−k(u + v)k

(
1

n + 1

)
anyk = (Mu,vy)n

for all n ∈ N.
By considering the result above, we conclude that ax = (anxn) ∈ ℓ1 whenever x = (xk) ∈ X if and only if Mu,vy ∈ ℓ1

whenever y = (yk) ∈ c0, c or ℓ∞. This demonstrates that a = (an) ∈
{∫

X
}α

if and only if Mu,v ∈ (c0 : ℓ1) = (c : ℓ1) =
(ℓ∞ : ℓ1). By combining above result with Lemma 3.1 (i) we obtain;

a = (an) ∈
{∫

X
}α
⇔ sup

K∈F

∑
n

∣∣∣∣∣∣∣∑k∈K 1
un

(
n
k

)
(−v)n−k(u + v)k

(
1

n + 1

)
an

∣∣∣∣∣∣∣ < ∞.
Hence,

{∫
X
}α
= ξu,v1 . So, the proof is complete. □

Theorem 3.3. The α-dual of the differentiated sequence spaces dX is the set;

ξu,v2 =

a = (ak) ∈ w : sup
K∈F

∑
n

∣∣∣∣∣∣∣∑k∈K 1
un

(
n
k

)
(−v)n−k(u + v)k(n + 1)an

∣∣∣∣∣∣∣ < ∞
 ,

where X ∈ {bu,v
c , b

u,v
0 , b

u,v
∞ }.
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Proof. The proof of the theorem is carried out using a similar way as that used in the proof of Theorem 3.2, where x
be defined by (2.5) instead of (2.4). □

Theorem 3.4. Sets ξu,v3 , ξ
u,v
4 , ξ

u,v
5 and ξu,v6 are defined by;

ξu,v3 =

a = (ak) ∈ w : sup
n∈N

∑
k

∣∣∣∣∣∣∣∣
n∑

j=k

1
u j

(
j
k

)
(−v) j−k(u + v)k

(
1

j + 1

)
a j

∣∣∣∣∣∣∣∣ < ∞
 ,

ξu,v4 =

a = (ak) ∈ w : lim
n→∞

∑
k

∣∣∣∣∣∣∣∣
n∑

j=k

1
u j

(
j
k

)
(−v) j−k(u + v)k

(
1

j + 1

)
a j

∣∣∣∣∣∣∣∣ =
∑

k

∣∣∣∣∣∣∣∣ limn→∞

n∑
j=k

1
u j

(
j
k

)
(−v) j−k(u + v)k

(
1

j + 1

)
a j

∣∣∣∣∣∣∣∣
 ,

ξu,v5 =

a = (ak) ∈ w : lim
n→∞

n∑
j=k

1
u j

(
j
k

)
(−v) j−k(u + v)k

(
1

j + 1

)
a j exists f or each k ∈ N


and

ξu,v6 =

a = (ak) ∈ w : lim
n→∞

∑
k

n∑
j=k

1
u j

(
j
k

)
(−v) j−k(u + v)k

(
1

j + 1

)
a j exists

 .
Afterwards, the following statements hold;

i)
{∫

bu,v
0

}β
= ξu,v3 ∩ ξ

u,v
5 ,

ii)
{∫

bu,v
c

}β
= ξu,v3 ∩ ξ

u,v
5 ∩ ξ

u,v
6 ,

iii)
{∫

bu,v
∞

}β
= ξu,v4 ∩ ξ

u,v
5 ,

iv)
{∫

bu,v
0

}γ
=

{∫
bu,v

c

}γ
=

{∫
bu,v
∞

}γ
= ξu,v3 .

Proof. We only prove the part (i) and (iv). By using related methods and Lemma 3.1, the remaining parts of the
theorem can be demonstrated.

Consider the sequence x = (xk) defined by relation (2.4) and an arbitrary sequence a = (ak) ∈ w. Then, we have

n∑
k=0

ak xk =

n∑
k=0

 k∑
j=0

1
uk

(
k
j

)
(−v)k− j(u + v) j

(
1

k + 1

)
y j

 ak

=

n∑
k=0

 n∑
j=k

1
u j

(
j
k

)
(−v) j−k(u + v)k

(
1

j + 1

)
a j

 yk

= (Zu,vy)n

for all n ∈ N, where the matrix Zu,v = (zu,v
nk ) is defined by,

zu,v
nk =

{ ∑n
j=k

1
u j

(
j
k

)
(−v) j−k(u + v)k

(
1

j+1

)
a j , 0 ≤ k ≤ n

0 , k > n
for all n, k ∈ N.

i. The above calculation shows that ax = (ak xk) ∈ cs, whenever x = (xk) ∈
∫

bu,v
0 if and only if Zu,vy ∈ c whenever

y = (yk) ∈ c0. This outcome makes clear that a = (ak) ∈
{∫

bu,v
0

}β
if and only if Zu,v ∈ (c0 : c). By combining this

conclusion with Lemma 3.1 (iii), we conclude that a = (ak) ∈
{∫

bu,v
0

}β
if and only if

sup
n∈N

∑
k

∣∣∣∣∣∣∣∣
n∑

j=k

1
u j

(
j
k

)
(−v) j−k(u + v)k

(
1

j + 1

)
a j

∣∣∣∣∣∣∣∣ < ∞ (3.6)
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and

lim
n→∞

n∑
j=k

1
u j

(
j
k

)
(−v) j−k(u + v)k

(
1

j + 1

)
a j exists f or each k ∈ N.

As a result,
{∫

bu,v
0

}β
= ξu,v3 ∩ ξ

u,v
5 .

ii. ax = (ak xk) ∈ bs, whenever x = (xk) ∈
∫

bu,v
0 ,

∫
bu,v

c or
∫

bu,v
∞ if and only if Zu,vy ∈ ℓ∞, whenever y = (yk) ∈ c0, c or

ℓ∞. This shows that, a = (ak) ∈
{∫

bu,v
0

}γ
=

{∫
bu,v

c

}γ
=

{∫
bu,v
∞

}γ
if and only if Zu,v ∈ (c0 : ℓ∞) = (c : ℓ∞) = (ℓ∞ : ℓ∞). By

combining this fact and Lemma 3.1 (ii), we conclude that (3.6) holds. Hence,
{∫

bu,v
0

}γ
=

{∫
bu,v

c

}γ
=

{∫
bu,v
∞

}γ
= ξu,v3 .

So, the proof is complete.
□

Theorem 3.5. Sets ξu,v7 , ξ
u,v
8 , ξ

u,v
9 and ξu,v10 are defined by

ξu,v7 =

a = (ak) ∈ w : sup
n∈N

∑
k

∣∣∣∣∣∣∣∣
n∑

j=k

1
u j

(
j
k

)
(−v) j−k(u + v)k( j + 1)a j

∣∣∣∣∣∣∣∣ < ∞
 ,

ξu,v8 =

a = (ak) ∈ w : lim
n→∞

∑
k

∣∣∣∣∣∣∣∣
n∑

j=k

1
u j

(
j
k

)
(−v) j−k(u + v)k( j + 1)a j

∣∣∣∣∣∣∣∣ =
∑

k

∣∣∣∣∣∣∣∣ limn→∞

n∑
j=k

1
u j

(
j
k

)
(−v) j−k(u + v)k( j + 1)a j

∣∣∣∣∣∣∣∣
 ,

ξu,v9 =

a = (ak) ∈ w : lim
n→∞

n∑
j=k

1
u j

(
j
k

)
(−v) j−k(u + v)k( j + 1)a j exists f or each k ∈ N


and

ξu,v10 =

a = (ak) ∈ w : lim
n→∞

∑
k

n∑
j=k

1
u j

(
j
k

)
(−v) j−k(u + v)k( j + 1)a j exists

 .
Afterwards, the following statements hold;

i)
{
dbu,v

0

}β
= ξu,v7 ∩ ξ

u,v
9 ,

ii)
{
dbu,v

c
}β
= ξu,v7 ∩ ξ

u,v
9 ∩ ξ

u,v
10 ,

iii)
{
dbu,v
∞

}β
= ξu,v8 ∩ ξ

u,v
9 ,

iv)
{
dbu,v

0

}γ
=

{
dbu,v

c
}γ
=

{
dbu,v
∞

}γ
= ξu,v7 .

Proof. The proof of the theorem is carried out using a similar way as that used in the proof of Theorem 3.4. Where,
x = (xk) be defined by (2.5) instead of (2.4). □

4. SomeMatrix Classes

In this part, we provide a characterization of certain matrix classes that are associated with the spaces
∫

br,s
c and

dbr,s
c .

Lemma 4.1 ( [1]). Let us consider X and Y as arbitrary sequence spaces, B as an infinite matrix and C as a triangle
matrix. In that case, B ∈ (X : YC)⇔ CB ∈ (X : Y).

Here and in the subsequent notations, we prefer to use,

ηu,v
nk =

n∑
j=k

1
u j

(
j
k

)
(−v) j−k(u + v)k

(
1

j + 1

)
an j

and

θu,vnk =

n∑
j=k

1
u j

(
j
k

)
(−v) j−k(u + v)k( j + 1)an j
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for all n, k ∈ N.

Theorem 4.2. A ∈ (dbu,v
c : ℓ∞) if and only if

sup
n∈N

∑
k

|ηu,v
nk | < ∞, (4.1)

ηu,v
nk exist f or all n, k ∈ N, (4.2)

sup
m∈N

∑
k

∣∣∣∣∣∣∣∣
m∑

j=k

1
u j

(
j
k

)
(−v) j−k(u + v)k

(
1

j + 1

)
an j

∣∣∣∣∣∣∣∣ < ∞ (m ∈ N), (4.3)

lim
m→∞

m∑
j=k

1
u j

(
j
k

)
(−v) j−k(u + v)k

(
1

j + 1

)
an j exists f or each m ∈ N. (4.4)

Proof. Consider that A ∈ (dbu,v
c : ℓ∞). When x = (xk) ∈ dbu,v

c , it is evident that Ax exists and belong to ℓ∞. As a
result, {ank}k∈N ∈

{
dbu,v

c
}β for all n ∈ N. Now, let us combine this conclusion with Theorem 3.5 (ii). Consequently,

we conclude that the conditions (4.2), (4.3) and (4.4) are satisfied. Considering the fact that x = (k + 1) ∈ dbu,v
c and

Ax ∈ ℓ∞ for all x ∈ dbu,v
c , one can see that the condition (4.1) holds. On the other hand, suppose that (4.1)-(4.4) hold.

Take an arbitrary x = (xk) ∈ dbu,v
c and consider the equivalence;∑m

k=0 ank xk =
∑m

k=0

[∑k
j=0

1
uk

(
k
j

)
(−v)k− j(u + v) j(k + 1)y j

]
ank

=
∑m

k=0

[∑m
j=k

1
u j

(
j
k

)
(−v) j−k(u + v)k( j + 1)

]
an jyk

(4.5)

for all m, n ∈ N. If we take the limit of both sides of (4.5) and assume that m→ ∞, then we arrive with the conclusion
that ∑

k

ank xk =
∑

k

θu,vnk yk (4.6)

for all n ∈ N. Furthermore, by taking sup-norm of both sides (4.6), we obtain

∥Ax∥∞ ≤ sup
n∈N

∑
k

∣∣∣θu,vnk

∣∣∣ |yk | ≤ ∥y∥∞ sup
n∈N

∑
k

∣∣∣θu,vnk

∣∣∣ < ∞.
As a result Ax ∈ ℓ∞, namely A ∈ (dbu,v

c : ℓ∞). Completes the proof. □

Theorem 4.3. A ∈
(∫

bu,v
c : c

)
if and only if the conditions (4.1)-(4.4) are satisfied and the following conditions hold;

lim
n→∞

∑
k

ηu,v
nk = λ, (4.7)

lim
n→∞
ηu,v

nk = λk f or all k ∈ N. (4.8)

Proof. Suppose that A ∈
(∫

bu,v
c : c

)
. The inclusion c ⊂ ℓ∞ holds, as is known. We determine that the conditions

(4.1)-(4.4) by combining the fact and Theorem 4.2. Furthermore, it is clear that Ax exists and belongs to c for all
x = (xk) ∈

∫
bu,v

c . Given this fact, if we choose two sequences x = k + 1 and x = η(k) is defined by

η(k)
n =

{
0 , 0 ≤ n ≤ k

1
un

(
n
k

)
(−v)n−k(u + v)k

(
1

n+1

)
, k ≤ n

Conversely, for a given x = (xk) ∈
∫

bu,v
c , if we assume that the conditions (4.1)-(4.4), (4.7) and (4.8) are satisfied,

we deduce from Theorem 3.4 (ii), that {ank}k∈N ∈
{
dbu,v

c
}β for all n ∈ N. This implies the existence of Ax. Moreover,

based on the conditions (4.1) and (4.8), we conclude that

m∑
k=0

|λk | ≤ sup
n∈N

∑
k

|ηu,v
nk | < ∞
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holds for all m ∈ N. This demonstrates that λk ∈ ℓ1. So the series
∑

k λkyk absolute convergens. If, ank − λk is used in
place of ank in condition (4.6) we have,

∑
k

(ank − λk)xk =
∑

k

k∑
j=0

1
uk

(
k
j

)
(−v)k− j(u + v) j

(
1

k + 1

)
(an j − λ j)yk (4.9)

for all n ∈ N. By combining (4.9) with Lemma 3.1 (vi), we have

lim
n→∞

∑
k

(ank − λk)xk = 0. (4.10)

Finally, if we combine the circumstance (4.10) with the fact (λkyk) ∈ ℓ1, we conclude that Ax ∈ c, that is A ∈(∫
bu,v

c : c
)
. Then, the proof is complete. □

5. Some Geometric Properties

In this part, we investigate some geometric properties of the sequence spaces
∫

X, where X ∈ {bu,v
c , b

u,v
0 , b

u,v
∞ }.

Given a Banach space (Z, ∥.∥). Denote by S (Z) the unit sphere of Z and by B(Z) the unit ball of Z. Clarkson’s
modulus of convexity is defined as follows [8, 9]:

δZ(ϵ) = inf
{

1 −
∥x + y∥

2
: x, y ∈ S (Z), ∥x − y∥ = ϵ

}
,

where 0 ≤ ϵ ≤ 2. The inequality δZ(ϵ) > 0 for every ϵ ∈ (0, 2] characterizes the uniformly convex spaces.
Gurari’s modulus of convexity is defined as [13]:

βZ(ϵ) = inf
{

1 − inf
λ∈[0,1]

∥λx + (1 − λ)y∥ : x, y ∈ S (Z), ∥x − y∥ = ϵ
}
,

where 0 ≤ ϵ ≤ 2. It is clear that, δZ(ϵ) ≤ βZ(ϵ) ≤ 2δZ(ϵ) for any 0 ≤ ϵ ≤ 2. Therefore, Z is uniformly convex for
0 < βZ(ϵ) < 1 and Z is strictly convex for βZ(ϵ) < 1.

If provided lim sup
n→∞

∥xn∥ < lim sup
n→∞

∥xn − x∥ for ∀x ∈ Z, x , 0 when xn
w
−→ 0 then Z is said to have Opial property

[18].
In [10], Garcia-Falset defined the coefficient R(Z) as follows:

R(Z) := sup
{
lim inf

n→∞
∥xn − x∥ : xn

w
−→ 0, ∥xn∥ ≤ 1∀n ∈ N, ∥x∥ ≤ 1

}
.

Also, a Banach space Z with R(Z) < 2 has the weak fixed point property [11].

Theorem 5.1. Let Z ∈
{
bu,v

c , b
u,v
0 , b

u,v
∞

}
. Gurari’s modulus of convexity for the

∫
Z as follows:

β∫ Z ≤ 1 − |1 − ϵ|,

where 0 ≤ ϵ ≤ 2.

Proof. Let x ∈
∫

Z. Then, we write;

∥x∥∫ Z = ∥G
u,vx∥∞ = sup

k∈N
|(Gu,vx)k | .

We assume that 0 ≤ ϵ ≤ 2 and the sequences x = (xn) and y = (yn) as follows:

x = (xn) =
(
Hu,v(1),Hu,v

(
−
ϵ

2

)
,Hu,v

(
ϵ

2

)
, 0, 0, ...

)
and

y = (yn) =
(
Hu,v(1),Hu,v(0),Hu,v

(
−
ϵ

2

)
,Hu,v

(
−
ϵ

2

)
, 0, ...

)
,

where Hu,v is the inverse of matrix Gu,v. Thus,
.

xn= (Gu,vx)n and
.

yn= (Gu,vy)n we obtain;

.
x=

( .
xn

)
=

(
1,−
ϵ

2
,
ϵ

2
, 0, 0, ...

)
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and
.
y=

( .
yn

)
=

(
1, 0,−

ϵ

2
,−
ϵ

2
, 0, ...

)
.

Considering these sequences we get;

∥x∥∫ Z = ∥G
u,vx∥∞ = sup

k∈N
|(Gu,vx)k | = 1,

∥y∥∫ Z = ∥G
u,vy∥∞ = sup

k∈N
|(Gu,vy)k | = 1

and

∥x − y∥∫ Z = ∥G
u,vx −Gu,vy∥∞ = sup

k∈N
|(Gu,vx)k − (Gu,vy)k | = ϵ.

Additionally, we have

inf
0≤λ≤1

∥λx + (1 − λ)y∥∫ Z = inf
0≤λ≤1

∥λGu,vx + (1 − λ)Gu,vy∥∞

= inf
0≤λ≤1

∥∥∥∥∥∥
(
1,−
λϵ

2
,
ϵ(2λ − 1)

2
,−
ϵ(1 − λ)

2
, 0, 0, ...

)∥∥∥∥∥∥
∞

= inf
0≤λ≤1

|1 − ϵ | = |1 − ϵ|.

As a result of this, we obtain

β∫ Z ≤ 1 − |1 − ϵ |.

Thus, the proof is completed.
□

Corollary 5.2. Let Z ∈
{
bu,v

c , b
u,v
0 , b

u,v
∞

}
. In this case, δ∫ Z(ϵ) = 0, for 0 ≤ ϵ ≤ 2. Additionally, since δ∫ Z(ϵ) ≤ β∫ Z(ϵ) ≤

2δ∫ Z(ϵ) we can write β∫ Z(ϵ) = 0 < 1, for 0 ≤ ϵ ≤ 2. Hence,
∫

Z are strictly convex.

Theorem 5.3. If Z ∈
{∫

bu,v
c ,

∫
bu,v

o

}
, then R(Z) = 1.

Proof. For Z ∈
{∫

bu,v
c ,

∫
bu,v

o

}
, e(k) ∈ S (Z) and e(k) w

−→ 0. Hence, e(1) ∈ S (Z), we obtain;∥∥∥e(k) − e(1)
∥∥∥

Z

n→∞
−→ 1.

As a result of this, R(Z) = 1. □

Corollary 5.4. Let Z ∈
{∫

bu,v
c ,

∫
bu,v

o

}
. Since R(Z) = 1 the sequence spaces

∫
bu,v

c and
∫

bu,v
0 have the weak fixed point

property.
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[16] Kirişci, M., Integrated and differentiated sequence spaces and weighted mean, Journal of Advances in Mathematics and Computer Science ,

29(1)(2018), 1–11.
[17] Meng, J., Song, M., On some binomial difference sequence spaces, Kyungpook Mathematical Journal, 57(4)(2017), 631–640.
[18] Opial, Z., Weak convergence of the sequence of successive approximations for nonexpansive mappings, Bulletin of the American Mathematical

Society, 73(1967), 591–597.
[19] Sönmez, A., Some new sequence spaces derived by the composition of binomial matrıx and double band matrix, Journal of Applied Analysis

And Computation , 9(1)(2019), 231–244.
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