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Abstract  

 

Deep Learning has brought forth captivating applications, and among them, Natural Language 

Processing (NLP) stands out. This study delves into the role of the data augmentation training strategy 

in advancing NLP. Data augmentation involves the creation of synthetic training data through 

transformations, and it is a well-explored research area across various machine learning domains. Apart 

from enhancing a model's generalization capabilities, data augmentation addresses a wide range of 

challenges, such as limited training data, regularization of the learning objective, and privacy protection 

by limiting data usage. The objective of this study is to investigate how data augmentation improves 

model accuracy and precise predictions, specifically using deep learning-based models. Furthermore, 

the study also conducts a comparative analysis between deep learning models without data 

augmentation and those with data augmentation. Our proposed method, combining RoBERTa with data 

augmentation, achieves a remarkable 94% accuracy, underscoring the significant effectiveness of this 

approach in improving NLP model performance. 
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1. Introduction  

Text augmentation techniques play a vital role in Natural Language Processing (NLP) tasks by expanding 

the diversity and quantity of training data. With the increasing availability of large text corpora and the 

advancements in deep learning models, researchers and practitioners have recognized the significance of text 

augmentation in improving the performance of various NLP applications. Text augmentation involves 

generating new instances of text by applying a series of linguistic transformations while preserving the original 

meaning and context. These transformations can range from simple operations such as synonym replacement 

and random word deletion to more complex techniques like paraphrasing and back-translation. By augmenting 

the training data, models can learn to generalize better, capture a wider range of language patterns, and become 

more robust to variations in input [1]. 

In recent years, text augmentation techniques have gained considerable attention and have been successfully 

applied to a wide range of NLP tasks, including sentiment analysis, text classification, machine translation, and 

named entity recognition, among others. Researchers have explored various augmentation strategies, 

leveraging linguistic rules, pre-trained language models, and domain-specific knowledge to generate 

augmented data that mimics the characteristics of real-world text [2]. 

The benefits of text augmentation extend beyond the augmentation of model performance. It can also help 

mitigate data scarcity challenges, particularly in low-resource domains, where collecting a large, annotated 

dataset is often impractical or expensive. Furthermore, text augmentation can address issues related to data 

bias, as it can help balance the representation of different classes and reduce the risk of overfitting to specific 

patterns in the training data. Despite the widespread use of text augmentation in NLP, there exists a compelling 

need for a comprehensive understanding of its impact on model performance. Diverse factors, including the 

selection of augmentation techniques, the extent of augmentation, and the intricate interplay between 

augmentation and model architecture, can collectively shape overall effectiveness. Additionally, a critical 

examination of the constraints and potential risks linked with text augmentation, such as the introduction of 

synthetic artifacts or inadvertent amplification of inherent biases in the original data, remains imperative [3-6]. 

In this study, we aim to provide a comprehensive analysis of text augmentation techniques in the context 

of NLP tasks. We will explore the existing augmentation methods, categorize them based on their underlying 

principles, and discuss their advantages and limitations. Furthermore, we will conduct a comparative evaluation 

of without augmentation and with augmentation techniques on NLP tasks, investigating their impact on model 
performance, generalization, and robustness.  

The following sections of this paper provide a comprehensive examination of the research findings. Section 

2 presents a concise overview of relevant works in the field, drawing insights from existing literature. Moving 

forward, Section 3 delves into the background and intricacies of our proposed machine learning approach 
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designed for detecting deceptive reviews. The section elaborates on the methodology and underlying principles 

of our approach. Section 4 focuses on presenting the detailed results and analysis conducted to evaluate the 

accuracy of our model in identifying deceptive reviews. These experiments offer valuable insights into the 

efficacy of our approach. Finally, in Section 5, the paper concludes by summarizing the key findings and 

contributions of our work, while also outlining potential avenues for future research and development in this 

domain. 

 

2. Related works  

The development of universal data augmentation techniques in the field of natural language processing 

(NLP) has encountered challenges due to the complexity of devising generalized rules for transforming 

languages. Our survey introduces various methodologies for implementing data augmentation in textual data. 

While some prior research has proposed methods for augmenting data in NLP, there remains a noticeable gap 

in a comprehensive exploration of this area. Notably, one study generated new data by translating sentences 

into French and then back into English [7]. Furthermore, alternative approaches encompass introducing noise 

to the data to enhance smoothness and employing predictive language models to replace synonyms [8-10]. 

However, despite the validity of these techniques, their practical adoption is limited due to substantial 

implementation costs in relation to the performance improvements they yield. Another study laid the 

groundwork for incorporating formal causal language into data augmentation, involving the use of structured 

causal models and the process of abduction, action, and prediction to generate counterfactual instances. Their 

experiments encompass aligning phrases within sequences in neural machine translation to extract 

counterfactual substitutions [10]. 

One of the prominent challenges when applying machine learning methods, including artificial neural 

networks, to small datasets is the issue of learning stability. This instability can manifest in a strong dependence 

on parameter selection, training batch order, and other factors [11]. It also encompasses challenges such as 

overfitting and the inability to achieve effective generalization. As a result, the volatility inherent in small 
datasets can lead to inconsistent outcomes when employing models of similar architecture. This, in turn, can 

limit generalization and accuracy, impeding overall performance [12]. Furthermore, ensuring the 

reproducibility of results can become problematic, even when employing the same architecture and dataset, 

making comparisons, enhancements, and optimizations more challenging [13]. Previous studies have made 

efforts to address the stability challenge in machine learning with small datasets using diverse techniques [14]. 

These methods include k-fold cross-validation, ensemble methods, Radial-Basis Function (RBF) neural 

networks, and other approaches [15-17]. While many of these methods have demonstrated success in specific 

applications, their applicability across various datasets and problems remains uncertain [18-20]. This 

uncertainty arises from the specific architectural requirements and assumptions concerning the data 

distribution.  

In a previous study, the author introduced an innovative approach to ensemble learning using augmentation 

for the detection of stance and fake news [22]. Their method involves data augmentation, which entails creating 

new training instances sharing the same true labels as their source instances [23]. Although data augmentation 

is widely embraced in computer vision (CV) as a cornerstone of robust predictive performance, its exploration 

in the realm of natural language processing (NLP) has been comparatively limited. In the context of NLP, it is 

often seen as an incremental improvement, affording modest but consistent performance enhancements. This 

distinction can be attributed to the inherent characteristics of textual data, such as polysemy, which renders the 

formulation of label-preserving transformations notably more intricate [24]. Another author proposed 

augmentation rules rooted in syntactic heuristics including strategies like inversion, where subject and object 

are swapped in sentences, and passivization, which transforms hypothesis sentences in premise-hypothesis 

natural language inference (NLI) pairs into their passive counterparts [25]. Another noteworthy approach by 

researchers involves constructing a knowledge graph from the extensive input context for abstractive 

summarization. This graph facilitates semantic swaps that uphold overall coherence [26]. 

In recent developments, some studies highlighted the limited benefits of supervised syntactic parsing in 

contemporary pre-training and fine-tuning pipelines with large language models [27]. Some researchers 

extended these ideas to domains such as molecules, genomics, therapeutics, and healthcare, proposing the 

integration of such structures with text data to potentially enhance text representations [28]. They have 

introduced an edge augmentation technique that exposes graph neural networks (GNNs) to likely yet 

nonexistent edges while limiting exposure to existing but improbable ones [29]. This augmentation results 

leads to a 5% average accuracy enhancement across six prominent node classification datasets. Building upon 

this, researchers demonstrate the effectiveness of adversarially controlled node feature augmentation for graph 

classification [30]. Similarly, another author created an embedding graph to enforce coherence between 

predictions from strongly and weakly augmented data [31]. 

Another author delves into the application of data augmentation (DA) for the detection of stance and fake 

news. In the initial segment of their study, they examine the impact of diverse DA techniques on the efficacy 
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of standard classification algorithms. Their research capitalizes on the insights gleaned from this analysis to 

introduce a novel ensemble learning methodology rooted in augmentation. Their approach harnesses text 

augmentation to enrich the diversity and accuracy of the base learners, thereby elevating the predictive 

capabilities of the ensemble [32]. Furthermore, they investigated to address the challenge of class imbalance, 

a prevalent issue in the realm of stance and fake news detection that often leads to biased models. Also, they 

empirically demonstrate how text augmentation can be instrumental in mitigating moderate and severe class 

imbalances, elucidating its potential in rectifying this problem. Another study conducted an analysis of small 

datasets poses several significant challenges, primarily due to the limited sampling of characteristic patterns. 

As a result, drawing confident conclusions about the unknown distribution becomes elusive, leading to reduced 

statistical confidence and increased errors. However, small datasets can be crucial in scenarios involving novel 

or rare conditions where large amounts of data are unavailable or yet to be accumulated [33-34]. 

On the other hand, unsupervised machine learning methods have demonstrated effective capabilities in 

reducing dimensionality and eliminating redundancy in the observable parameter space [34]. These methods 

have played a crucial role in analyzing and identifying characteristic patterns and trends in complex data, 

including constrained datasets. Importantly, these methods do not rely on labeled data with known outcomes 

and can be applied with smaller sample sizes [35]. We believe that these characteristics make unsupervised 

machine learning methods suitable for analyzing early and rare conditions, scenarios, and situations where 

large amounts of confidently labeled data have not yet been accumulated. Furthermore, these methods enable 

the aggregation of data for later stages of statistical analysis using conventional techniques.  

To overcome the challenges associated with analyzing small datasets, a proposed solution involves the 

utilization of different augmentation techniques. These techniques aim to identify characteristic structures 

within the input data, effectively addressing both the issues of limited labels and training instability when 

working with minimal datasets. By examining the latent representations of the augmented data, it becomes 

possible to identify underlying structures that can be used to generate new data points. 

 

3. Methodology 

In this section, we present a comprehensive exposition of our proposed framework, drawing comparisons 

with existing methodologies. The primary objective of this research is to delve into the impact of data 

augmentation on enhancing model accuracy and the precision of predictions, with a specific focus on deep 

learning-based models. Additionally, this study undertakes a comparative analysis between deep learning 

models that do not employ data augmentation and those that integrate this technique. The overall architecture 

of the proposed methodology can be observed in Figure 1. 

 

3.1. Data Collection  

In our research, we utilized the “Deceptive opinion spam corpus” dataset, which is publicly available on 

Kaggle, comprises a total of 1600 reviews [1]. These reviews are divided into two categories: 800 truthful 

reviews and 800 fake reviews. The dataset focuses specifically on the top twenty hotels in Chicago. The reviews 

within this dataset were sourced from platforms such as TripAdvisor and Amazon Mechanical Turk. Each 

review entry in the dataset contains the following information: the review label indicating its authenticity 

(whether it is fake or truthful), the corresponding hotel name, the sentiment or polarity of the review classified 

as positive or negative, the review source, which can either be TripAdvisor or Mechanical Turk, and lastly, the 

actual review text itself.  

 

3.2. Data Preprocessing 

 In machine learning tasks, data preprocessing plays a critical role, especially when dealing with 

unstructured data. It involves a diverse set of techniques aimed at cleaning and refining the data, which includes 

removing punctuation, URLs, stop words, converting to lowercase, tokenization, stemming, and 

lemmatization. These techniques effectively eliminate irrelevant information and prepare the data for feature 

extraction. Tokenization, a fundamental technique in natural language processing, breaks down the text into 

smaller units referred to as tokens. These tokens can encompass alphanumeric characters, punctuation marks, 

or special characters. For example, the sentence “the desert is tasty” would be tokenized into “the,” “desert,” 

“is,” and “tasty.” Stop words, such as articles, conjunctions, prepositions, and pronouns, are commonly used 

words in everyday English. These words lack significant meaning and are typically removed during the 

preprocessing stage. Lemmatization is the process of transforming tokenized words into their base or root forms 

to enhance human comprehension. It reduces words to their common root form, effectively eliminating 

variations in tense or form. For instance, words like “dancing,” “danced,” and dancer” would all be reduced to 

“dance.” In this paper, we utilize lemmatization as an integral part of our data preprocessing approach.  
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Figure 1. Proposed Methodology 

 

3.3. Augmentation Technique 

Text augmentation is an effective method utilized to amplify the diversity and volume of a text dataset. It 

entails employing various transformations to the text, resulting in augmented versions that can improve the 

performance of machine learning models. Commonly employed techniques for text augmentation include 

synonym replacement, random insertion, random deletion, and random swap. The synonym replacement 

technique entails substituting words in the text with their synonyms. This expands the vocabulary and 

introduces semantic variations, thereby enriching the text. On the other hand, random insertion involves the 

random insertion of words at different positions within the text. This technique increases the length of the text 

and introduces noise, which enhances the model's ability to handle variations in input length. Random deletion, 

as the name suggests, involves the removal of random words from the text. This simulates missing or 

incomplete information, compelling the model to learn more resilient representations. Lastly, random swap 

entails swapping the positions of two randomly selected words within the text. This introduces different word 

orderings, thereby enhancing the model's capacity to accommodate variations in sentence structure. The 

example of four methods in data augmentation is provided in the Table 1.  

 

Table 1. Example of data augmentation of four methods 

Example Sentences 

Original data I love to eat pizza. 

Synonym replacement I adore indulging in pizza. 

Random insertion I absolutely love to eat delicious pizza every weekend. 

Random swap I pizza to eat love. 

Random deletion I to eat pizza. 

 

Following data cleaning, we partitioned the dataset into an 80:20 ratio using the train-test split method. 

Subsequently, we exclusively applied all four augmentation techniques to the training data. 
 

3.4. Deep learning model training 

Then we employed different deep learning techniques. Deep learning model training for text data using 

word embedding is a powerful technique that enables the effective representation and analysis of textual 

information. By employing word embeddings, which are dense vector representations of words, the model can 

capture semantic relationships and contextual information. The process of training a deep learning model for 

text data using word embedding involves several steps. First, the text data is preprocessed by removing 

unnecessary characters, tokenizing the text into individual words or subword units, and performing other 

necessary preprocessing steps. Next, we split the dataset into 80:20 using train test split. Following that, 

augmentation technique applied only on training dataset. Then word embedding technique is chosen, such as 

Word2Vec or GloVe. These techniques create word embeddings by considering the co-occurrence statistics of 

words in a large corpus. Alternatively, pretrained word embeddings can be utilized, which have been trained 
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on extensive datasets and capture general language semantics. Once the word embeddings are obtained, they 

are used to represent the text data. Each word in the input text is mapped to its corresponding word embedding 

vector. The resulting sequence of word embeddings forms the input to the deep learning model. In this study, 

we utilized different deep learning models like recurrent neural networks (RNNs) such as LSTM and 

transformer-based models like BERT, DistilBERT, XLNET, RoBERTa [36-40]. These models take the word 

embeddings as input and employ layers to capture the hierarchical structure and dependencies within the text 

data.  

During training, the model parameters are optimized by backpropagation and gradient descent methods. 

The model is presented with the input word embeddings, and the predicted outputs are compared to the true 

labels or targets. The difference between the predictions and the targets is measured using a suitable loss 

function, such as categorical cross-entropy for multi-class classification or binary cross-entropy for binary 

classification. The model parameters are updated iteratively based on the gradients of the loss function with 

respect to the model's parameters. This process continues for multiple epochs, where each epoch represents a 

complete pass through the training data. The model learns to adjust its parameters to minimize the loss and 

improve its performance on the given task. Hyperparameter tuning is an essential step to optimize the model's 

performance. Parameters such as learning rate, batch size, number of layers, and regularization techniques can 

be adjusted to improve the model's generalization ability and prevent overfitting. In this paper, we configured 

the hyperparameters for transformer models as follows: learning rate = 5e-5, weight decay = 0, number of 

epochs = 20, and batch size = 64. Additionally, for LSTM models, we utilized dropout rate = 0.2, number of 

layers = 64, activation = sigmoid, optimizer = Adam, and epochs = 20. 

 

3.5. Model Evaluation 

The evaluation of a deep learning model is a vital stage in determining its performance and effectiveness. 

It revolves around assessing the model’s ability to generalize to new and unseen data, as well as its accuracy 

in accomplishing the designated task. In this research, we have selected accuracy, F1-score, and the loss 
function as our performance metrics. Accuracy is a widely used metric for assessing classification models, 

representing the percentage of correctly predicted labels. Additionally, the loss, exemplified by cross-entropy 

loss, quantifies the degree of prediction error in the model. In this study, we used binary cross-entropy loss 

function for binary classification problems, where the goal is to assign one of two classes to each input sample. 

By monitoring the loss throughout the training process, we gain insights into the model's convergence and 

progress. 

 

 3.6. Hardware and software used: 

We utilized a high-performance Linux Ubuntu 18.04 server with 40 CPU cores, powered by an Nvidia 

DGX-1, and equipped with 8 NVIDIA Tesla V100 GPUs, each boasting 32 GB of memory. This server also 

featured a web-based multi-user concurrent job scheduling system. All experiments and training were carried 

out using Python 3.8.16. The libraries used for Deep Learning, Data Processing, and Data Visualization, 

including tensorflow-gpu v2.3.1, keras v2.4.3, SciPy v1.16.4, NumPy, Pandas, Matplotlib, and Seaborn, were 

integrated into the environment. 

 

4. Experimental results 

In this section, we delve into the experimental assessment of our proposed approach and provide an analysis 

of the acquired results. To conduct this evaluation, our primary focus during the comparative performance 

analysis was the utilization of the Opinion spam dataset, comprising a modest 1,600 reviews. Despite its 

relatively small size, this dataset presented a formidable challenge when implementing deep learning models.  

 

4.1. Original Data without Augmentation 

The original data undergoes a preprocessing phase to ensure cleanliness and standardization. This involves 

various techniques such as tokenization, lowercasing, punctuation removal, handling special characters, and 

employing methods like stopword removal and lemmatization. Once the data is preprocessed, we split the 

dataset into 80:20 using train test split. Then it is transformed into word embeddings, which are compact vector 

representations capturing the semantic and contextual information of words. Each word in the preprocessed 

data is associated with its corresponding word embedding vector, resulting in sequences or matrices of word 

embeddings. These word embeddings act as input features for deep learning models. The models leverage their 

layers and parameters to make predictions and conduct tasks such as text classification. By utilizing the learned 

representations from the word embeddings, the deep learning models effectively interpret and analyze the 

textual data, enabling accurate predictions and effective text classification.  We have used accuracy and loss 

metrics for model evaluation. Table 2 shows the deep learning model performance without augmentation.  

 



Krishnan & Mariafrancis / AAIR vol 3(2023) 96-107 

P a g e 101 

 

Table 2. Deep learning models without Augmentation. 

 
Deep learning 

model 

Library Training Testing 

Accuracy Loss Accuracy Loss 

LSTM Word2Vec 92% 0.05 86% 0.49 

LSTM GloVe 93% 0.08 82% 0.82 

BERT Transformer 91% 0.09 78% 0.77 

DistilBERT Transformer 96% 0.03 85% 0.76 

XLNET Transformer 95% 0.06 88% 0.43 

RoBERTa Transformer 97% 0.01 91% 0.31 

 

The table provides an overview of various deep learning models trained on a specific task, including their 

architecture, word embedding library, training accuracy, training loss, testing accuracy, and testing loss. The 

LSTM models with Word2Vec and GloVe libraries achieved accuracies ranging from 92% to 93% during 

training and 86% to 82% during testing. The BERT model with the Transformer library achieved a training 

accuracy of 91% but dropped to 78% on the testing dataset. The DistilBERT model achieved a high training 

accuracy of 96% and 85% accuracy on the testing dataset. The XLNET model achieved accuracies of 95% 

during training and 88% during testing. Finally, the RoBERTa model outperformed all others with a training 

accuracy of 97% and a testing accuracy of 91%. Figure 2 shows the performance analysis of training accuracy 

and testing accuracy of the deep learning models. From this Figure, we observed that RoBERTa model 

performed well compared to other deep learning models. 

 

 
Figure 2. Training vs testing accuracy without augmentation technique 
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Figure 3. Training vs testing loss without augmentation technique 

 

Figure 3 shows the results of a deep learning model with a training loss and testing loss. The training loss 

is a measure of how well the model fits the training data, while the testing loss is a measure of how well the 

model fits new data. The lower the loss, the better the model is performing. The chart explains that the 

RoBERTa model has the lowest training loss and testing loss, followed by DistilBERT, XLNET, and LSTM 

(Word2Vec). This suggests that RoBERTa is the best-performing model out of the ones tested. The LSTM 

models (Glove) and BERT have higher training and testing losses than the other models. This suggests that 

LSTM and BERT models are not as good at fitting the data as the other models. Overall, the table shows that 

the RoBERTa model is the best-performing model out of the ones tested. However, it is important to note that 

the results of this table are based on a small dataset, so more testing is needed to confirm these results. 

 

4.2. Applying augmentation in training data 

Due to the limited size of the dataset, training deep learning models directly may not yield satisfactory 

results. To address this, we employed various techniques to augment the data and improve its size and diversity. 

The data was cleaned and split into an 80:20 ratio for training and testing. We applied the synonym replacement 

technique to augment the training data, expanding each sentence by a factor of ten, resulting in an augmented 

dataset of 14,400 samples from the original 1,600. For augmentation, we utilized the nlpaug library's wordnet 

parameter in the nlpaug.augmenter.word module. However, the test data remained unaltered, with 

augmentation exclusively applied to the training data. The augmented data was preprocessed by removing 

punctuation and stop words.  

 

Table 3. Deep leaning models with Augmentation. 

Deep learning 

model 

Library Training Testing 

  Accuracy Loss Accuracy Loss 

LSTM Word2Vec 95% 0.01 88% 0.39 

LSTM GloVe 96% 0.005 89% 0.32 

BERT Transformer 98% 0.009 91% 0.27 

DistilBERT Transformer 97% 0.001 90% 0.26 

XLNET Transformer 98% 0.02 89% 0.29 

RoBERTa Transformer 99% 0.001 94% 0.15 

 

Subsequently, we transformed the augmented data into word vectors using either the Word2Vec technique 

from the gensim library or the word embeddings for transformer method. Tokenization was applied to further 

process the vector data, preparing it for input into the deep learning models. The Table 3 summarizes the 

performance of different deep learning models on a specific task. We have evaluated our model using accuracy 

and loss metrics. Each model is associated with a specific word embedding library, and the table provides 

information on their training and testing accuracy as well as training and testing loss. The LSTM model, when 
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combined with the Word2Vec library, achieved a training accuracy of 95% with a training loss of 0.01. When 

evaluated on a separate testing dataset, it attained an accuracy of 88% with a testing loss of 0.39. Similarly, 

when the LSTM model was paired with the GloVe library, it achieved a slightly higher training accuracy of 

96% and a lower training loss of 0.005. On the testing dataset, it achieved an accuracy of 89% with a testing 

loss of 0.32. Table 3 shows the deep learning model performance with augmentation.  

The BERT model achieved a higher training accuracy of 98% with a training loss of 0.009. During testing, 

it reached an accuracy of 91% with a testing loss of 0.27. The DistilBERT model achieved a slightly lower 

training accuracy of 97% with a training loss of 0.001. On the testing dataset, it obtained an accuracy of 90% 

with a testing loss of 0.26. The XLNET model achieved a training accuracy of 98% with a higher training loss 

of 0.02. When tested, it achieved an accuracy of 89% with a testing loss of 0.29. Finally, the RoBERTa model, 

using the Transformer library, achieved the highest training accuracy of 99% with a training loss of 0.001. On 

the testing dataset, it achieved an impressive accuracy of 94% with the lowest testing loss of 0.15. Overall, we 

observed from the table that the RoBERTa model achieved the highest accuracy, followed closely by the BERT 

model. 

 

 
Figure 4. Training vs testing accuracy with augmentation technique 

 

 

Figure 5. Training vs testing loss with augmentation technique 
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LSTM model (Word2Vec) and XLNET are not as good at fitting the data as the other models. Overall, the 

barchart shows that the RoBERTa model is the best-performing model out of the ones tested. 

 

4.3. Performance comparison of proposed model with machine learning models and other existing works 

In Table 4, we present a comparative analysis of our model with existing machine learning approaches. 

Our model has demonstrated superior performance when compared to these methods. Table 3 provides an 

overview of different models along with their associated libraries and accuracy scores. The passive aggressive 

classifier, utilizing the TF-IDF library, achieved an accuracy of 92.5%. This model employs an online learning 

algorithm that makes updates based on the observed data. The linear support vector machine (LSVM), using 

the bag of words approach, obtained an accuracy of 91.8%. SVM is a supervised learning algorithm that 

separates data points using hyperplanes in a high-dimensional feature space. RoBERTa, utilizing the 

transformer library, achieved an accuracy of 91% without augmentation and 94% with augmentation. 

RoBERTa utilizes self-attention mechanisms to capture contextual dependencies in the input text. These results 

demonstrate the performance of the models on the given task, using RoBERTa with augmentation showing the 

highest accuracy, followed by the passive aggressive classifier and the linear SVM.  

 

Table 4. Performance comparison of proposed methodology with machine learning approach 

Input data Model Library Accuracy 

Original data Passive aggressive classifier TF-IDF 92.5% 

Original data Linear support vector machine Bag of words 91.8% 

Original data RoBERTa  Transformer 91% 

Original data (augmentation only on training data) RoBERTa  Transformer 94% 

 

It’s essential to consider specific factors when assessing the performance of our proposed methods in 

comparison to other existing studies. Firstly, our results can only be directly compared to studies that have 

employed the same dataset, namely OpSpam. Secondly, we adopted well-established performance metrics for 

binary classification problems, consistent with those found in the scikit-learn library. Lastly, for the sake of 

ensuring a fair basis for comparison, we have exclusively presented the best results from each of the studies 

used in our evaluation. Table 5 provides a comprehensive comparison between our proposed methods and 

existing research work that utilized the OpSpam dataset for fake review detection. Most of these studies have 

employed machine learning classifiers as their modeling approach. Regarding feature extraction, methods such 

as TF-IDF, LIWC, unigrams, and bigrams have been widely used in existing works. Notably, our proposed 

methods, leveraging transformer model with augmentation, have achieved the highest levels of performance in 

these comparisons. 
 

Table 5. Performance comparison of proposed methodology with existing works on the opinion spam dataset 

Model Augmentation Techniques Feature vectorization Accuracy F1-score References 

Linear SVM No  TF-IDF 84% 83.6% [9] 

Spam GAN Yes Bag of words 86.8% 87.8% [29] 

Naïve Bayes No  Bigram 93% 93% [5] 

SVM No Unigram + Bigram 90.9% 91% [2] 

SVM No LIWC + Bigram 91.2% 91% [28] 

Linear SVM No LDA + WSM 86% 86% [24] 

RoBERTa Yes Word embeddings 94% 94% Our work 

 

5. Discussion 

The paper introduces a novel method for detecting fake reviews, particularly tailored for small datasets, 

through the application of augmentation techniques. The proposed method outperforms state-of-the-art 

approaches on the Deceptive Opinion Spam Corpus (OpSpam) dataset. It utilizes four distinct text 

augmentation techniques, including synonym replacement, random deletion, random insertion, and random 

swap. These techniques are applied to the training data, which is subsequently converted into vector 

representations for input into deep learning models. The proposed method offers several notable strengths. 

First, it excels in identifying subtle fake review activities with a higher degree of accuracy than existing state-
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of-the-art methods. Second, the incorporation of augmentation techniques has notably enhanced the precision 

of fake review detection. Third, the research underscores the significance of introducing artificial data into the 

training set, a factor that greatly improves the overall performance of the method. 

Detecting fake reviews continues to pose a formidable challenge, particularly when dealing with smaller 

datasets. Artificial intelligence (AI) has exhibited promising outcomes within this domain, but the deficiency 

in interpretability and transparency of machine learning models, especially in the context of smaller datasets, 

raises doubts about the credibility of these proposed models. In alignment with the objective of developing 

models that not only excel in performance but also prioritize interpretability and transparency in their decision-

making processes, the proposed model attains superior results and effectively tackles the constraint of working 

with smaller datasets by integrating augmentation techniques. 

Overall, the proposed model presents a promising solution to the challenge of detecting fake reviews in 

smaller datasets, with the potential to make a significant impact on the realms of marketing and e-commerce. 

By enhancing the accuracy and dependability of online reviews using limited data, the approach addresses a 

critical need. Despite the promising results of this study, several limitations warrant further investigation in 

future research. One limitation pertains to the reliance on a single dataset, which may not adequately represent 

all categories of fake reviews. Additionally, the method primarily focuses on textual features, leaving room for 

exploration of other feature types such as images or user behavior. 

Another noteworthy limitation lies in the interpretability of the proposed approach, which could constrain 

its applicability in contexts where transparency and interpretability are paramount. Additionally, the proposed 

method may still be susceptible to sophisticated fake review attacks, prompting further investigation into 

methods for bolstering its resilience against such threats. Despite these limitations, our proposed model 

presents a valuable contribution to the field of fake review detection, particularly in the context of small 

datasets. It outperforms state-of-the-art approaches and offers several notable strengths, including its ability to 

identify subtle fake review activities and its resilience to overfitting. 

Future studies should delve into graph mining and machine learning techniques to further enhance the 
performance and generalizability of the method, as well as to address the limitations of our study. For example, 

future studies could investigate the use of multiple datasets from different domains to improve the robustness 

of the model to a wider range of fake review attacks.  

 

6. Conclusion 

Text augmentation techniques are pivotal for enhancing the performance and generalization capabilities of 

natural language processing models, particularly in challenging scenarios like detecting fake reviews with 

limited labeled data. Most existing fake review detection methods rely on supervised machine learning models 

due to the scarcity of data. In this study, we harnessed diverse data augmentation methods and incorporated 

them into various deep learning models to address data scarcity and counteract overfitting. Text augmentation 

not only mitigated these challenges but also bolstered the models' ability to handle out-of-domain or previously 

unseen examples. Our research introduces an innovative approach that harnesses augmentation techniques 

tailored for smaller datasets, using the OpSpam dataset for evaluation. The methodology involved text data 

preprocessing, augmentation application, transformation into vector representations, and training deep learning 

classifiers with transformer models. Our results demonstrate that augmentation significantly enhances the 

accuracy of detecting subtle fake review patterns, outperforming existing state-of-the-art methods.  

In conclusion, our proposed approach highlights the efficacy of augmentation-based strategies and 

emphasizes the importance of employing these techniques, especially when dealing with limited datasets in the 

context of fake review detection. Our future research efforts will focus on enhancing our approach by 

integrating text-based features and investigating the utilization of advanced deep learning graph models like 

GCN, graphSAGE, or GNN, with the goal of further improving performance metrics. Additionally, we intend 

to explore additional graph theory techniques that hold promise for application in our dataset.  
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