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 This study aims to explore whether a machine learning algorithm can be used 
to make improvements in assessing unit efficiencies via a data envelopment 
analysis (DEA) model. In this study, a DEA model is used to calculate the 
efficiency scores of Decision Making Units (DMUs). Subsequently, an ML 
algorithm is trained with the aim of predicting a single output using inputs. 
Ranking of input features based on relative feature importance values obtained 
from the trained ML model is fed to the DEA model as weight restrictions. As 
a result, the two DEA models are compared with each other. ML-based insights 
(feature importance ranking) improve the DEA model in the direction of fewer 
zero weights. The additional weight restrictions are data dependent and hence 
realistic. As a novel approach, this study proposes the use of machine learning-
based feature importance values to overcome a limitation of a DEA model. 

 

 
1. Introduction 
 
Every organization, whether for-profit (such as bank, manufacturing or transportation company, etc.) or nonprofit 
(such as university, hospital, NGO, etc.) conducts operations to achieve certain goals and objectives. To do so, the 
organization converts inputs into outputs. It is imperative to measure this performance quantitatively to assess how 
efficiently inputs are transformed into outputs (performance measurement). Additionally, this process can pinpoint 
areas where an organization can enhance its operations, thereby guiding the organization towards increasing 
productivity.  
 
An important family of tools for efficiency analysis, especially in the context of multiple inputs and multiple 
outputs, is Data Envelopment Analysis (DEA) (Ghiyasi et al., 2021). DEA is a nonparametric method based on 
linear programming (LP) to measure the (relative) performance and assign an efficiency score (ES) to each 
Decision-Making Unit (DMU) relying on a common set of input and output features. DEA was originally proposed 
by Charnes et al. (1978, 1981) under the constant returns to scale (CRS) setting (CCR model) where it is assumed 
that there exists proportionality between inputs and outputs. The CCR model was later extended by Banker et al. 
(1984) which allows for variable returns to scale (VRS). DEA aims to construct Production Possibility Set (PPS) 
instead of using functional forms that connect inputs to outputs. As the initial stage in the analysis, the PPS can be 
defined as the minimum set enveloping assessed observed units along with all feasible input and output 
combinations (Thanassoulis, 2001; Atici, 2012). PPS is used to calculate the relative efficiency of a DMU by 
comparing its input and output combination to a set of all possible combinations. The nonparametric nature of 
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DEA requires no functional relationship among input and output variables. In general, ES in a DEA model ranges 
from 0 to 1, which refers to the relative position of DMUs off the efficient frontier which is characterized by the 
DMUs with ES of 1 (and hence called efficient DMUs).  A DMU with a smaller score is called to be inefficient 
(Cooper et al., 2011).  
 
Meanwhile, the rapid growth in the amount of data and the increased computing power for processing vast amounts 
of data has recently made Machine Learning (ML) a widely used tool. ML aims to reveal patterns inside the data. 
It is possible that the rather complex (nonlinear) relationship between multiple independent and dependent variable 
might not be captured by rule-based solutions. In these situations, ML algorithms can help. Numerous studies aim 
to integrate DEA and ML, as both methodologies assist decision-makers quantitatively by providing valuable 
insights, especially when there are multiple variables and complex relationships among them (Emrouznejad & 
Shale, 2009; Jomthanachai et al., 2021; Zhu et al., 2018, Appiahene et al., 2020; Farahmand et al., 2014; Salehi et 
al., 2019; Koronakos & Sotiropoulos, 2020). However, this integration is not straightforward as there are some 
differences between the two methodologies. When an ML model is trained on a dataset, it can be used for unseen 
data. In DEA, however, the efficient frontier (and ES of DMUs) is calculated for given DMUs but an additional 
DMU may require a recalculation. Moreover, such a shift in the efficient frontier alters the ES of almost all the 
DMUs. This creates difficulty in replacing one method with the other blindly but does not prevent exploiting the 
best of both worlds to develop “integrated” tools. 
 
For instance, some studies try to find and calibrate the “best” ML algorithm to predict ES which can otherwise be 
calculated by DEA (Jomthanachai et al., 2021; Koronakos & Sotiropoulos, 2020). To that end, a subset of DMUs 
is chosen and their ESs are calculated then these are used to train an ML algorithm using DEA inputs and outputs 
as the features of the ML model to predict the ES of DMUs. The trained ML model can predict the ES of a newly 
added DMU without the need for any calculation (Tayal et al., 2020). Since ES is a continuous variable, the ML 
model should be a regression algorithm. On the other hand, some studies use information from the DEA model to 
classify whether DMU demonstrates efficiency or not; and develop and train an ML model (classification 
algorithm) to predict the category to which the next DMU belongs (Singpai & Wu, 2020; Hoz et al. 2021). 
 
Unsupervised ML algorithms, such as clustering and dimensionality reduction, are also used together with DEA 
(Hoz et al. 2021; Tayal et al., 2020). In general, the aim of utilizing clustering algorithms is to group DMUs based 
on their similarities for a given set of features. Since DEA requires a set of homogenous DMUs for ES calculation, 
clustering is used to create homogenous subgroups within a given set of DMUs. Then (possibly different) DEA 
models are employed for each subset of DMUs. Therefore, the efficiencies for each subgroup are evaluated within 
the subgroup.  
 
Both ML and DEA broadly suffer from high dimensionality, which leads to poor performance (Chen et al., 2022; 
Kumar et al., 2021). “The curse of dimensionality” in ML is due to the fact that as the number of features increases, 
the observed data in the feature space is not distributed so that the feature space is represented ‘fairly’. In other 
words, as the dimension increases, insufficient empirical evidence exist that explain the relationship between 
features and the output confidently in almost everywhere in the feature space except for a certain region the 
observed data is present. Dimensionality reduction techniques such as principal component analysis and t-
distributed Stochastic Neighbor Embedding (Tayal et al., 2020; Lin, 2021) address this problem. A similar problem 
manifests itself in DEA as well. Due to the relative character of the DEA, with too many inputs and outputs, there 
may exist virtually efficient DMUs whose efficiency are only due to some insignificant inputs and outputs. 
Dimensionality reduction can be employed with DEA when the number of inputs and outputs is large. 
 
Feature selection techniques are also used to tackle the problem of high dimensionality. Since datasets may consist 
of irrelevant and noisy data, selecting appropriate features generally increase ML performance. It is also applicable 
to DEA models. While calculating ES with DEA, using only ‘appropriate’ input and output features produces more 
simple, interpretable, and reliable results (Chen et al., 2022; Kumar et al., 2021).  
 
ML is also used to interpret the DEA results, rather than predicting the ES of DMUs. Employing decision tree-
based ML models, such as random forests and gradient boosting trees, can identify features that have more impact 
on predicting the target variable (Adler & Painsky, 2022). In DEA, the target variable can either be the ES 
(continuous) or the status of DMUs (discrete). In both cases, decision tree-based ML models can identify key 
factors that affect the performance of DMUs. Identifying these factors can help decision-makers on setting 
priorities and allocate resources for improving efficiency. 
 
DEA methodology doesn't require predefined weights for input and output features to calculate ES. Due to its 
weight flexibility feature, it can result in undesired situations where the weights are unreasonable and are not in 
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line with expert views on the production process (Cooper et al., 2011). A DEA model may put too much weight 
on a few inputs and outputs while ignoring most of them which is a limitation of the DEA methodology. It may 
show a prevalence of zero weights leading to concerns about ES calculation (Forsund, 2013). Putting too much 
weight on a few inputs and outputs may result in defining an inefficient DMU as a virtually efficient one. 
Moreover, that DMU appears as a reference to other DMUs by being on the efficient frontier. 
 
Applying weight restrictions may help to enhance discrimination and reduce weight dispersion. Price information, 
expert opinions, value information, and managerial goals are sources for imposing weight restrictions in DEA 
(Cooper et al., 2011). Rather than using subjective information, this study proposes to apply weight restrictions 
for single output datasets by using information obtained from the data itself. ML algorithms have the capability to 
recognize patterns and extract insightful information from complicated data. The motivation of this study is to 
integrate ML and DEA methodologies in a manner whereby acquired information from the dataset via an ML 
algorithm is used to overcome the limitation of traditional DEA models related to a substantial proportion of zero 
weight assignment. This study will also aim to explore whether an ML algorithm can be used to make 
improvements in a DEA model in the sense that certain inputs and outputs cannot be ignored, so that the virtually 
efficient DMUs are avoided, and more precise and realistic efficiency assessments can be made. 
 
Decision tree-based ML models such as random forests, and gradient boosting trees can identify features that have 
more impact on predicting the target variable (Adler & Painsky, 2022). Previous studies apply feature importance 
values to identify and explain key factors that have an impact on the efficiency of DMUs (Aydın & Yurdakul, 
2020; Nandy & Singh, 2020a; 2020b; Thaker et al., 2021; Rebai et al., 2020; Xu et al., 2021). However, this study 
proposes a novel approach to incorporating feature importance to DEA. The utilization of feature importance 
ranking as an additional weight restriction is proposed to improve discrimination power and weight dispersion of 
a DEA model. 
 
The paper is organized as follows. Section 2 reviews the literature on studies integrating DEA and ML. The 
methodology and the model design are explained in Section 3. Section 4 contains the results of the study and 
Section 5 includes conclusions and recommendations. 
 
2. Literature review 
 
ML and DEA are two well-studied distinct areas of research and application. Recently, numerous studies have 
been conducted with the aim of integrating ML and DEA. In supervised ML, the goal is to get a predictive model 
which is trained on input features and an output (target) feature. The model learns the relationship between the 
inputs and the output during the training process. Then, the trained model can predict the target variable from 
given input features. DEA, on the other hand, relies on a mathematical model to calculate the relative efficiency 
scores of DMUs where each ES comes from a distinct optimization problem, different for each DMU.  
 
Both methodologies are used to analyze data quantitatively and try to get insights from the data to help the decision-
making process. They are used to assist decision-makers by providing useful outputs which cannot be obtained 
from the data at first glance. However, an ML model can be used when new data comes in whereas a DEA model 
must be rebuilt when new data is added to the dataset. An ML model is built to make predictions for unseen data. 
On the other hand, a DEA model is only built to make calculations for the DMUs to which the dataset belongs.  
 
In an effort to integrate ML and DEA, one approach has been training multiple ML (regression) models where the 
features are the inputs and outputs of the DEA model and the target variable is the ES, and then predicting the ES 
using trained models on the test data and comparing various ML algorithms based on their prediction capabilities. 
The main motivation in this line of research is to replace the DEA methodology with an ML model so that 
additional DMUs do not require a costly re-computation. Studies employ different datasets, such as schools, 
hospitals, farms, etc., and tried to build a regression model to predict the ES of DMUs as close as possible to the 
ES calculated by a DEA model (Emrouznejad & Shale, 2009; Jomthanachai et al., 2021; Zhu et al., 2018, 
Appiahene et al., 2020; Farahmand et al., 2014; Salehi et al., 2019; Koronakos & Sotiropoulos, 2020).  
 
A second approach involves training multiple ML (classification) models, where the target variable is whether a 
member belongs to efficiency tier (ET) or not based on DEA results. Subsequently, the model  predicts the ET 
with trained models using test data, and finally, various ML algorithms are compared based on their prediction 
capabilities. In other words, predicting ET, rather than ES of DMUs is also a widely studied subject (Singpai & 
Wu, 2020; Hoz et al. 2021; Song & Zhang, 2009; Hong et al., 1999; Gupta et al., 2016; Mirmozaffari et al., 2020). 
 



Kurt,	Yüksel,	Dinçergök		 	 	 	 												 					 	 						JTOM(7)2,	1768-1779,	2023	

1771 
 

A third approach involves clustering DMUs with an unsupervised ML model to form homogeneous sets of DMUs, 
then, calculating ES separately for each cluster (subgroup) using DEA (Hoz et al. 2021; Özsoy & Örkcü, 2021; 
Aydın & Yurdakul, 2020; Mirmozaffari et al., 2020; Tayal et al., 2020). Özsoy and Örkcü (2021) initially employs 
an ML algorithm to cluster 43 Turkish airports into three groups: big-scale, middle-scale, and small-scale. Then 
they employ DEA to measure the performance of each group. Mirmozaffari et al. (2020) combine the clustering 
algorithm and DEA to study cement companies from developing countries. On the other hand, Aydın and Yurdakul 
(2020) applied two clustering algorithms, k-means, and hierarchical clustering, to divide the countries into three 
groups, then employ DEA models to measure the performance of 142 countries against COVID-19.  
 
A fourth approach has been employing an ML algorithm for feature selection or dimensionality reduction, then 
building a DEA model only with selected features or in reduced dimensions (Tayal et al., 2020; Chen et al., 2022; 
Kumar et al., 2021; Zhang et al., 2015; Lin, 2021). In particular, Tayal et al. (2020) employ Principal Component 
Analysis to a set of factors influencing facility layouts for dimensionality reduction before utilizing a DEA model. 
Lin (2021) employs multiple DEA models by combining inputs and outputs in various combinations. Then the 
data is analyzed using t-distributed stochastic neighbor embedding (t-SNE) which is a dimension reduction 
technique to reveal the main characteristics of the data. Chen et al. (2022) employ Least Absolute Shrinkage and 
Selection Operator (LASSO) algorithm for feature selection and then employs a DEA model using only selected 
features. Kumar et al. (2021) also propose a feature selection methodology to select appropriate inputs and outputs 
for the DEA model. 
 
Another approach is building an ML algorithm to predict ES or ET, then analyzing input and output features based 
on their feature importance (Aydın & Yurdakul, 2020; Nandy & Singh, 2020a; 2020b; Thaker et al., 2021; Rebai 
et al., 2020; Xu et al., 2021). Nandy and Singh (2020a) employ a DEA model to measure paddy producers' 
efficiency and then employ support vector machine and random forest algorithms to predict whether a DMU is 
efficient or inefficient. They utilize the trained ML model to identify key factors influencing performance. Nandy 
and Singh (2020b) employ random forest and logistic regression for predicting the ET of DMUs. In doing so, they 
seek to determine significant environmental factors that affect farmers’ performance. Thaker et al. (2021) employ 
DEA to measure Indian banks' performance. Thereafter, they use random forests to examine the factors such as 
corporate governance, bank characteristics, etc. that have an impact on bank efficiency. Rebai et al. (2020) 
similarly employ DEA to calculate efficiency scores of Tunisian secondary schools, then utilize regression tree 
and random forest algorithms to find out key factors that influence academic achievement. Xu et al. (2021) also 
apply DEA to measure U.S. states' COVID-19 response performance, then employ four different ML models 
(classification and regression tree, random forest, boosted tree, and logistic regression) to predict whether a state 
is efficient or inefficient, to find out influential factors on performance. 
 
Kongar & Adebayo (2021) classify unstructured data (text) with an ML model to form input and output features 
and then build a DEA model to calculate ES to assess the impact of social media marketing on business 
performance. 
 
There are also studies in the other direction, which use DEA results as feedback to ML models. To cite a few, 
Kheirkhah et al. (2013) employ DEA to measure the performance of ANNs which have different number layers 
and nodes, and Mousavi et al. (2019) employ DEA to calculate the ES of DMUs, then use ES as an input feature 
to an ML algorithm. 
 
In this study, on the other hand, a novel approach is proposed in incorporating feature importance to DEA. Rather 
than using feature importance only for the identification of key factors that affect the performance of DMUs, using 
feature importance ranking as an additional weight restriction to a DEA model is suggested. Due to the weight 
flexibility feature of a DEA model, it can assign zero weights to most of the input and output features. It means 
that the employed model ignores most of the inputs and outputs and put too much weight on a few. It can lead to 
undesired ES and efficiency discrimination among DMUs. Additional weight restrictions prevent a DEA model 
from assigning a large number of zero weights to the features and hence, avoid virtually efficient DMUs.   
 
3. Model 
 
As one of the weaknesses of the DEA approach is that the individual ES of DMUs requires a weight assignment 
that is most favorable to the DMU itself. This yields unreasonable neglect of certain inputs (and outputs) via zero 
weights. In this study, the aim is to develop a method (Figure 1) to assess and rank the relative weights of the 
inputs in a DEA setting and use this additional information for a weight-restricted version of the same DEA model. 
Python programming language (gurobi package for DEA and scikit-learn package for ML model) is used to 
develop models.  
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Figure 1. Proposed Methodology 
 

For comparison, this study consists of two phases. Firstly, the input-oriented CCR model (see Charnes et al., 1978) 
is employed to calculate the ES of DMUs. The mathematical model in multiplier form for DMU r is given in 
Equation 1 to Equation 4: 
 
max ∑ λ!𝑦"! 	!               (1) 
 
subject to 
 
∑ µ#𝑥"# = 1#               (2) 
 
∑ λ!𝑦$! 	≤ 	∑ µ#𝑥$## ,			∀	𝑠!             (3) 
 
λ! 	≥ 	0, ∀	𝑗; and µ# 	≥ 	0, ∀	𝑖            (4) 
 
where the objective value is the efficiency score of DMU r, inputs, and outputs of DMU s are denoted by 𝑥$#and 
𝑦$! respectively, and input and output weights are denoted by µ# and λ!, respectively. The analysis is restricted to 
have only one output. 
 
In the next phase, the proposed approach is applied. Initially, feature importance ranking from an ML algorithm is 
extracted where inputs are the features, and the output is the target variable. This information yields in which order 
the inputs have a say on the output which cannot be neglected for an arbitrary DMU. 
 
Then, the ES of each DMU is calculated with additional constraints that take into account the importance of the 
inputs. More specifically, the same mathematical problem is solved with the following additional constraints 
(Equation 5): 
 
µ# ≥ µ! if r(µ#) ≤ 𝑟6µ!7, ∀𝑖, 𝑗             (5) 
 
where r(µ#) is the importance ranking of weight µ# of input 𝑖. In other words, if an input has a higher importance 
in determining the output, its weight should not be less than the weight of an input with less importance. 
 
3.1. Dataset 
 
The energy plant dataset used by Khezrimotlagh et al. (2019) is a good fit for the purpose of this study. The year 
2020 data which contains 1644 energy plants (DMUs) is used in this study. In addition to the 3 inputs (number of 
generators, nameplate capacity, heat input), 5 of the 6 outputs are treated as undesired outputs since they are related 
to gas emissions (NOx, SO2, CO2, CH4, and N2O emissions) and hence are used as desired inputs (Zhou & Liu, 
2015). Finally, a DEA model is built with 8 inputs and 1 output. The single output in the dataset is net electricity 
generated. 
 
3.2. ML model 
 
The objective of the ML model is to predict the single output using 8 inputs. As the target variable, net electricity 
generated is a continuous variable, a supervised regression ML model should be used. Since it produces 
competitive, highly robust, and interpretable results (Friedman, 2001), the gradient boosting tree regressor is 
selected as the predictive ML model.  
 



Kurt,	Yüksel,	Dinçergök		 	 	 	 												 					 	 						JTOM(7)2,	1768-1779,	2023	

1773 
 

The gradient boosting tree algorithm is a decision tree-based ML algorithm that can be used for both classification 
and regression problems (Natekin & Knoll, 2013). It is a kind of boosting algorithm that trains multiple ML models 
in a sequence. It tries to get more accurate predictions by combining them. It starts with a basic model and then 
the next model pays more attention to the wrong predictions the previous model has made by giving them more 
weights. This procedure is continued by the following models and at the end, they are combined to build a strong 
model that can make more accurate predictions. 
 
Gradient boosting tree algorithm also produces relative feature importance (Adler & Painsky, 2022) which is a 
measure of how much it contributes to predicting the target variable. In other words, feature importance values 
reveal which features are more important, and which are less. As features are used to split data in decision tree 
algorithms, the closer the feature is to the root node, the higher relative importance the feature has. The features at 
the top of a decision tree contribute more than the features at the bottom to make predictions. 
 
A gradient boosting tree is developed to predict net electricity generated values using 8 input features. 5-fold cross-
validation is applied during the training process. Hyperparameters (subsample, minimum samples leaf, minimum 
samples split, maximum depth, number of estimators, learning rate) are tuned throughout the cross-validation using 
a grid search process. The hyperparameters that produce the least average root mean squared error (RMSE) at the 
end of the 5-fold cross-validation process, are selected for the model. 
 
One of the advantages of the gradient boosting tree algorithm is that it can produce relative feature importance, 
which is used in this study, as well. Feature importance values are provided relatively, and it refers to a measure 
that indicates how much it contributes to predicting the target variable (Adler & Painsky, 2022). It helps the model 
developer to get insight from the dataset. Especially, when there is a large number of features, it is not easy to 
understand how the fitted model makes predictions. Feature importance values reveal which features are more 
important, and which are less. As features are used to split data in decision tree algorithms, the closer the feature 
is to the root node, the higher relative importance the feature has (Kotsiantis, 2013). The features at the top of a 
decision tree contribute more than the features at the bottom to make predictions. 
 
A gradient boosting tree is developed to predict net electricity generated values using 8 input features, namely 
number of generators, nameplate capacity, heat input, NOx, SO2, CO2, CH4, and N2O emissions. 5-fold cross-
validation is applied during the training process. Hyperparameters (subsample, minimum samples leaf, minimum 
samples split, maximum depth, number of estimators, learning rate) are tuned throughout the cross-validation using 
a grid search process. The hyperparameters that produce the least average root mean squared error (RMSE) at the 
end of the 5-fold cross-validation process, are selected for the model. 
 
4. Results and discussion 
 
In this study, a real-world dataset is utilized. Initially, a DEA model (input-oriented CCR) is used to calculate the 
ES of DMUs, which will be called DEA-01 afterward. Then, to obtain relative feature importance values of input 
features, an ML algorithm (gradient boosting tree) is trained that aims to predict the single output (net electricity 
generated) using input features. The trained model produces an average R2 of 98.51 and an average RMSE of 
91.82 for the 5-fold cross-validation process. Feature importance values are given in Table 1. The feature 
importance ranking of input features obtained from the trained ML model is used as weight restrictions to the 
second DEA model (DEA-02). As a result, the two DEA models are compared with each other. Especially, zero 
weight counts, efficient DMU counts, and ES values for each model are reported. 
 
Table 1 reports the feature importance values as well as the count and percentage of zero weights for each input 
(feature) where the inputs are sorted in ascending order with respect to the zero weight counts. In DEA-01, there 
are 23 efficient plants (among 1644), where 61% of the input weights are found to be zero. The sparse character 
of the weights is also evident from the observation that in DEA-01, for 6 out of 8 inputs, zero weight is assigned 
for more than half of the DMUs. It is also important to observe that feature importance is not fully correlated with 
zero counts (see Table 1) since otherwise there is no need to augment an ML model. 
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Table 1. Count and Ratio of Zero Weights 

Feature 
Feature 

Importance 
Value 

DEA-01 Model DEA-02 Model 
Count Percentage Count Percentage 

Annual N2O emissions (lbs) 0.9880 17 1.03 0 0 
Annual NOx emissions (tons) 0.0008 720 43.80 89 5.41 
Annual CO2 emissions (tons) 0.0033 822 50.00 43 2.62 
Annual SO2 emissions (tons) 0.0005 1040 63.26 1190 72.38 
Nameplate capacity (MW) 0.0006 1209 73.54 367 22.32 
Total annual heat input (MMBtu) 0.0024 1231 74.88 97 5.90 
Number of generators 0.0004 1404 85.40 1447 88.02 
Annual CH4 emissions (lbs) 0.0039 1589 96.65 316 19.22 

 
Figure 2 plots the ES obtained from the two DEA models. As the constraint set of DEA-02 is the subset of the 
constraint set of DEA-01, the ES in DEA-02 will obviously be smaller for almost all the DMUs. This is also 
evident in the density plots of the ES of the DMUs (Figure 3) where the ES shifts to the left in DEA-02. To put 
the change in ES in perspective, Figure 4 shows that the percentage decrease in ES increases as the ES increases. 
 

 
 

Figure 2. Comparison of ESs for the 2 DEA models 
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Figure 3. Density plots for the ESs in the 2 DEA models 
 

 
 

Figure 4. Percentage decrease in ES 
 

In DEA-02, there are only 6 efficient plants. The ratio of the zero input weights is dramatically reduced to 27%. 
Moreover, for only 2 of the inputs, zero weight is assigned to more than 25% of the DMUs. Needless to say, these 
two are the ones with the least importance. In other words, at least 6 inputs are taken into account in ES calculation 
for almost all of the DMUs. Figure 5 plots the zero weight counts in each model where the size indicates the 
number of DMUs. The most frequently observed change is having 5 zero weighted inputs in DEA-01, but only 2 
zero weights in DEA-02. The most radical change is observed in DMUs with 7 zero weights in DEA-01 and none 
in DEA-02. All in all, zero weight counts decrease for 1604 plants; remain the same for 32 plants, and increase for 
only 8 plants. 
 
The results indicate that the ML-based DEA improves on the zero weight counts and thus has more discriminatory 
power against the virtually efficient DMUs. Hence the efficient frontier is more realistic. 
 

 
 

Figure 5. Comparison of zero weight counts in each model 
 
5. Conclusion  
 
DEA and ML are two widely used methodologies that aim to gain insights from the data. Several studies integrate 
two methodologies. These studies generally focus on predicting the ES or ET of newly added DMUs, finding out 
key factors that have an impact on the performance of DMUs, dimensionality reduction, and feature selection. 
This study proposes a novel approach to the integration of the two methodologies.  
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Since DEA methodology doesn't require predefined weights for input and output features to calculate ES, it may 
put too much weight on a few inputs and outputs while ignoring most of them by assigning zero weights. Putting 
too much weight on a few inputs and outputs may result in defining an inefficient DMU as a virtually efficient 
one. Moreover, that DMU appears as a reference to other DMUs by being on the efficient frontier. Applying weight 
restrictions may help to overcome this limitation. Although price information, expert opinions, value information, 
and managerial goals can be used for imposing weight restrictions in DEA (Cooper et al., 2011), this study 
proposes to apply weight restrictions for single output datasets by using information obtained from the data itself. 
ML algorithms have the capability to recognize patterns and extract insightful information from complicated data.  
Gradient boosting trees, a decision tree-based ML model, can rank features with respect to their impact on 
predicting the target variable. Rather than using this information only for the identification of key factors that 
affect the performance of DMUs, this study aims to use it as a weight restriction for a newly proposed DEA model 
to make a more precise and realistic efficiency assessment.  
 
In this study, a real-world dataset about energy plants is used. The dataset contains 8 inputs and a single output. 
Initially, an input-oriented CCR model is developed to measure the ES of energy plants. Then, a gradient boosting 
tree algorithm is trained that aims to predict the single output using inputs to obtain relative feature importance 
values of input features. The implied ranking is later used as weight restrictions for a second DEA model. As a 
result, the proposed DEA model which takes the input-output relations into account improves on the zero counts 
and thus avoids virtually efficient DMUs as much as possible. It can be concluded that the proposed approach 
leads to a DEA model that has more discriminatory power and less zero weights. The approach uses information 
obtained from the data itself rather than relying on subjective judgments. 
 
The proposed approach is examined on a dataset that contains only one output. Future research may be related to 
a dataset where there is more than one single output. The study may focus on whether feature importance ranking 
remains the same while predicting different outputs. Different ML algorithms can also be utilized to obtain feature 
importance ranking which may lead to differences in terms of importance ranking. The proposed approach may 
also be applied to datasets from different domains to observe its robustness and generalizability. 
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