
 

Contents lists available at Dergipark 

Journal of Scientific Reports-A  

journal homepage: https://dergipark.org.tr/tr/pub/jsr-a 

 

E-ISSN: 2687-6167  Number 55, December 2023 

RESEARCH ARTICLE 

Receive Date: 11.08.2023                              Accepted Date: 06.10.2023 

34 

 

Early-stage heart failure disease prediction with deep learning 

approach 

Emin Demir
1*

, Ferhat Bozkurt
2
, Yusuf Ziya Ayık

3 

1 Atatürk University, Institute of Social Sciences, Management Information Systems PhD Program, Erzurum, ORCID:0009-0007-9657-2079 
2 Atatürk University, Faculty of Engineering, Department of Computer Engineering, Erzurum, ORCID:0000-0003-0088-5825 

3 Atatürk University, Vocational School of Technical Sciences, Computer Technologies Program, Erzurum, ORCID:0000-0002-7857-9417 

Abstract 

Cardiovascular diseases rank the highest among diseases in terms of mortality rate and cause millions of deaths every year. Heart 

failure is a type of cardiovascular disease and its early diagnosis is extremely important for its prevention. It may be vitally 

important to understand to what extent which body values, characteristics and factors (age, gender, blood pressure, sugar, etc.) 

affect this disease and to predict whether the individual will have a possible heart attack in the future. In this study, firstly, the 

correlation level of the relevant body values with the disease is extracted and in the second stage, a method that predicts heart 

attack with DNN (Deep Neural Network) and CNN (Convolutional Neural Network) deep learning models is proposed. In the 

study, 918 observations obtained from the kaggle site were used. Firstly, missing data, categorical data, non-numerical features 

were checked. Then, outliers were cleaned and the relationship of the features in the dataset with the disease state was revealed 

by feature engineering operations on the data. Finally, deep neural network models were built and the model was trained and 

hyperparameter adjustment was performed with GridSearhCV to achieve the highest success rate. As a result of the study, 

Accuracy, Precision, Recall and F1-Score values were found as 0.9375, 0.9629, 0.9176, 0.9397 for DNN and 0.9312, 0.9512, 

0.9176, 0.9340 for CNN respectively. The AUC value calculated from the ROC curve was found to be equal to 0.96 in both deep 

learning models. 
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Cardiovascular diseases take nearly 18 million lives each year and are shown as the highest cause of death 

worldwide. The WHO (World Health Organization) states that the number of deaths due to heart disease will 

increase even more over the next 10 years. Early diagnosis of such a risky disease is vital to prevent the number of 

deaths due to the disease [1], [2]. The fact that there are many features to be checked in the diagnosis of heart failure 

(age, gender, type of chest pain, blood pressure, fasting blood sugar, ECG, etc.) makes the work of physicians 

seriously difficult [3].  

For this reason, decision support systems that shorten the test time of this disease with artificial intelligence 

methods such as fuzzy logic, machine learning and deep learning and that can help physicians in the diagnosis of the 

disease have become one of the extremely valuable topics that have been intensively studied in recent years. When 

the studies carried out in the literature for heart failure prediction are analysed, it is seen that different artificial 

intelligence approaches and different techniques (pre-processing, extraction, clustering and hyperparameter etc.) 

have achieved success between 63.33 and 93.44. On the other hand, it is understood from the literature review that 

the majority of the studies for heart failure prediction are performed with machine learning methods, while the 

number of similar studies with deep learning is quite low. 

In this study, in order to fill this gap in the literature and to help doctors in predicting heart failure, two different 

models were created with DNN and CNN deep learning methods and the performance of the models was compared 

with metrics accepted in the literature.  

The important contributions of this article are: 

 In the study, the kaggle heart failure prediction dataset, which is a combination of 11 common features of the 

universally accepted Cleveland (n=303), Hungarian (n=294), Swiss (n=123), Long Beach VA (n=200) and 

Stalog-Kalp (n=270) datasets, was used. 

 Two different models were created with DNN and CNN deep learning methods and the performance of the 

models were compared with metrics accepted in the literature. 

 In order to obtain the best result with the created deep learning models, hyperparameter adjustment was 

performed using GridSearhCV. 

 At the end of the study, a model that can achieve Accuracy, Precision, Recall and F1-Score values in all of them 

in the range of 91% to 96% was proposed.  

In the following sections of the study;  

Part 2 – Related studies in the literature, 

Part 3 – Materials and methods, 

Part 4 - Research findings, 

Part 5 - Discussion and conclusion 

parts are included. 

2.  Related studies in the literature 

At the end of the study, a model that can achieve Accuracy, Precision, Recall and F1-Score values in all of them 

in the range of 91% to 96% was proposed. 

Yan et al. developed a Multi-Layer Perceptron (MLP) based decision support system to support the diagnosis of 

heart diseases. Using a total of 352 medical records collected from 5 heart patients, over 90% success was achieved. 

[4]. Das et al. obtained 89.01% accuracy using Statistical Analysis System (SAS) 9.1.3 core software, a neural 

network ensemble at its core, in the study for the diagnosis of heart disease [5]. In another study conducted by 

Abdullah and Rajalaxmi for heart disease diagnosis, Random Forest and Decision Tree models were used and 63.33% 

and 50.67% success was achieved respectively [6]. Shao et al. proposed a hybrid model approach using Logistic 

Regression, Multivariable Adaptive Regression Splines (MARS), Rough Clustering (RS) and Artificial Neural 
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Network and were achieved 83.93% success with both MARS-LR and RS-LR [7]. Cihan et al. In their study for the 

detection of Coronary Artery Disease, Naive Bayes, J48 Decision Tree, Multilayer artificial neural network (ANN) 

and 1R classification methods were compared with 303 case studies and they were obtained the best result with 

Multilayer ANN with a rate of 83.498% [8]. In their study, Özmen et al. compared the performance of J48, Logistic 

Regression, Support Vector Machine (SVM), Naive Bayes, Multilayer Perceptron, Random Forest, Adaboost, 

Bagging decision Trees and Single Layer Perceptron models considering their advantages and disadvantages. As a 

result of the comparison, SVM achieved the highest success rate with 89.47% [9]. Ozcan et al. aimed at early 

detection of heart disease with Support Vector Machine and Forward Propagation ANN using 170 case data and 

achieved 83.33% success with Forward Propagation ANN and 91.67% success with Support Vector Machine 

algorithm [10]. Göktaş and Yağanoğlu used Random Forest, K-Nearest Neighbor, SVM and C4.5 decision tree 

algorithms for heart attack prediction and compared their results. As a result of the study, the highest success rate was 

obtained in the C4.5 Decision Tree algorithm with an accuracy rate of 83.09%. [11]. In their study for the diagnosis of 

heart disease, Ekrem et al. achieved 86.88% success with Random Forest classification method by selecting features 

with particle swarm optimization on 303 cases [12]. In this study by Coşar and Deniz, heart disease early detection 

algorithm was developed with Random Forest, Logistic Regression and k-NN algorithm. The highest success rate of 

88% was achieved with Random Forest [13]. Potur and Erginel applied different feature selection methods on 299 

case data and compared Support Vector Machines, Logistic Regression, Multilayer Perceptron, J48 decision tree and 

Naive Bayes algorithms.  The highest success rate of 90% was achieved with Multilayer Perceptron (MLP) [14]. In 

the study conducted by Gündoğdu for early detection of heart disease, 303 cases were examined and 7 different 

machine learning algorithms including Linear Discriminant Analysis, Decision Trees, K-Nearest Neighbor, Support 

Vector Machines, Naive Bayes, Random Forest and Gradient Boosting were compared. The best accuracy rate of 

90.02% was obtained with the Random Forest machine learning algorithm [15]. Yilmaz and Yağin in 2021, in the 

study they aimed to compare the prediction results of Radial Basis Neural Network (RBF) and Multilayer Neural 

Networks (MLP), they reached an accuracy of 91.1% with MLP and 79.7% with RBF [16]. In the study conducted by 

Vatansever et al., Decision Tree, Logistic Regression, k-NN, Random Forest, Support Vector Machine and Naive 

Bayes models were used to predict heart disease with various machine learning algorithms by selecting features with 

Genetic Algorithm approach. As a result of the study, the highest success rate was obtained with 93.44% in the 

experiments with the genetic algorithm approach [17]. In the study conducted by Salman and Aksoy, hyperparameter 

selection was performed with the Random Forest algorithm and then feature selection was performed using the binary 

particle swarm intelligence method. At the end of the study, 79.66% success rate was achieved [18]. In their study, 

Coşkun and Kuncan examined 918 cases obtained through kaggle and evaluated the performances of Linear 

Discriminant Analysis, Support Vector Machines, Gaussian Naive Bayes, Random Forest and Decision Tree machine 

learning algorithms and found that the highest success rate was 90.76% with Random Forest [19]. In their study, Çı̇l 

& Güneş compared the performance of Support Vector Machines, Artificial Neural Networks, Naive Bayes, Random 

Forest algorithms and k-NN machine learning algorithms in detecting heart diseases. As a result, the best success rate 

was obtained with the Logistic Regression machine learning algorithm with 90.77% [20]. Yilmaz ve Yağin in 2022, 

compared the performance of Logistic Regression, Support Vector Machine machine and Random Forest learning 

algorithms for the prediction of coronary heart disease, the highest success was obtained in Random Forest algorithm 

with 92.90% [21]. Keser and Keskı̇n, in their study, Logistic regression, Gradient Boosting and Artificial Neural 

Network models were used to predict the survival or mortality of patients with 299 cases and the best prediction result 

was obtained with the Artificial Neural Network model with 86.67% [22]. 

3. Material and methods 

3.1. Data set 

In this study, used the kaggle heart failure prediction dataset consisting of 918 observations by combining 11 
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common features of the universally accepted Cleveland (n=303), Hungarian (n=294), Swiss (n=123), Long Beach 

VA (n=200) and Stalog (Heart) (n=270) datasets. There are 11 independent and one dependent variables in the data 

set, and the variables and their explanations are presented in Table 1.  

Table 1. Variables in the data set and their descriptions. 

Feature Feature Description Type 

Age Age of the patient (Years) Independent 

Sex Gender of the patient (Female/Male) Independent 

ChestPainType Type of chest pain (4 Values) Independent 

RestingBP Resting state blood pressure (mm Hg) Independent 

Cholesterol Serum cholesterol (mg/dl) Independent 

FastingBS Fasting blood glucose (120 mg/dl > 1 if not 0) Independent 

RestingECG Resting ECG results (0 normal, 1 ST-T abnormality, 2 possible 

or definite left ventricular hypertrophy according to Estes criteria) 

Independent 

MaxHR Maximum heart rate Independent 

ExerciseAngina Exercise-induced angina (0, 1) Independent 

Oldpeak Numerical value measured in depression Independent 

ST_Slope Slope of the Peak Exercise (0 upward, 1 straight, 2 downward) Independent 

HeartDisease Probability of a heart attack (0 low, 1 high) Dependent 

The basic statistical information of the non-categorical numerical variables in the data is presented in Table 2. 

According to Table 2, there are 918 data for each variable. The mean of the age variable is 54. The lowest age is 28 

and the highest is 77. The Q3 value of the age variable is less than or equal to 60. In other words, 75% of the age 

variable is less than or equal to 60. The mean of the Cholesterol variable is 198.79 and the lowest Cholesterol is 0 

and the highest is 603. The Q3 value of the variable Cholesterol is less than or equal to 267. The mean of the 

RestingBP variable is 132.39 and the lowest RestingBP is 0 and the highest is 200. The Q3 value of the RestingBP 

variable is less than or equal to 140.  

Table 2. Basic statistical knowledge of numeric columns. 

 

n mean std min 25% 50% 75% max 

Age 918 53,51089 9,432617 28 47 54 60 77 

RestingBP 918 132,3965 18,51415 0 120 130 140 200 

Cholesterol 918 198,7996 109,3841 0 173,25 223 267 603 

FastingBS 918 0,233115 0,423046 0 0 0 0 1 

MaxHR 918 136,8094 25,46033 60 120 138 156 202 

Oldpeak 918 0,887364 1,06657 -2,6 0 0,6 1,5 6,2 

HeartDisease 918 0,553377 0,497414 0 0 1 1 1 

In the data set, 410 patients (44.66%) did not have a heart attack, while 508 patients (55.34%) had a heart attack 

(Figure 1). 
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Fig. 1. Distribution of the number of patients in the data set. 

3.2. Data preprocessing and feature selection 

3.2.1. Data preprocessing and feature selection 

In data preprocessing, first, missing data control and categorical and non-numerical features were checked. It was 

understood that there was no missing data in the data set, but the variables 'Sex', 'RestingECG', 'ExerciseAngina', 

'ST_Slope', 'ChestPainType' were understood to be non-numeric categorical data. In order to digitize these variables, 

the digitization process was carried out using the One-Hot Encoding method since the data set was not very large. 

As a result of the One-Hot Encoding digitization process, the variables in the dataset are "'Age', 'RestingBP', 

'Cholesterol', 'FastingBS', 'MaxHR', 'Oldpeak', 'HeartDisease', 'Sex_F', 'Sex_M', 'RestingECG_LVH', 

'RestingECG_Normal', 'RestingECG_ST', 'ExerciseAngina_N', 'ExerciseAngina_Y', 'ST_Slope_Down', 

'ST_Slope_Flat', 'ST_Slope_Up', 'ChestPainType_ASY', 'ChestPainType_ATA', 'ChestPainType_NAP', 

'ChestPainType_TA'" as increased to 21. 

3.2.2. Examination of data distribution and outlier control 

In this step, it was examined whether the non-categorical numeric variables ('Age', 'RestingBP', 'Cholesterol', 

'FastingBS', 'MaxHR', 'Oldpeak') in the data set were normally distributed. In addition, outlier control was 

performed for the data. 

In this study, Q-Q Plot is used to determine the distribution of the data by visualizing the data. Q-Q Plot performs 

an assumption check. It is a method based on quantiles to examine whether the data are normally distributed. In the 

working principle of Q-Q Plot, the data set is sorted and the sorted data and standard normally distributed data are 

shown on the graph in the coordinate plane. If the two lines overlap linearly at an angle of 45 degrees, it is 

understood that the data are normally distributed [23], [24]. 
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Fig. 2. Q-Q Plot data distribution before excluding outliers for Age, RestingBP, Cholesterol, FastingBS, MaxHR, Oldpeak variables in the 

dataset. 

When the Q-Q Plot presented in Figure 2 is examined, outliers between 0 and 25 are clearly seen in the 

'RestingBP' variable. In the variables 'Cholesterol' and 'Oldpeak', the lines parallel to the x-axis mean that the data 

distribution showed deviations from the normal distribution and this can be interpreted as skewness. As for the 

'FastingBS' variable, it is seen that the data are concentrated on two peaks in the graph. However, since the data of 

the 'FastingBS' variable consists of 1 and 0, there is no skewness in this variable.  

There are various methods such as standard deviation, z-score, 1st and 99th percentile to detect outliers. In this 

study, the standard deviation method was used to detect outliers and exclude them from the data set. In the standard 

deviation method, the mean of the data set is firstly calculated and then the standard deviation of the data set is 

found.. A threshold value for outliers is set. When the studies in the literature are examined, it is seen that in the 

calculation of the threshold value, researchers generally use a multiple of the standard deviation, such as 2 or 3 

standard deviations from the mean [25]. In this study, values greater than the final threshold distance were identified 

as outliers and excluded from the dataset. The Q-Q Plot generated after this process is presented in Figure 3. 
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Fig. 3. Q-Q Plot data distribution after excluding outliers in Age, RestingBP, Cholesterol, FastingBS, MaxHR, Oldpeak variables in the dataset. 

When the Q-Q graphs presented in Figure 2 and Figure 3 are analyzed comparatively, it is understood that the 

numerical data are distributed more regularly after the outliers are removed, especially in the 'RestingBP' variable. 

However, in both figures, 'Cholesterol' and 'Oldpeak' variables still show lines parallel to the x-axis. In order to be 

understand better whether there is skewness in these variables, the histogram graphs of 'Cholesterol' and 'Oldpeak' 

variables are given in Figure 4.  

 

 

Figure 4. Histogram plot for Cholesterol and Oldpeak variables in the dataset. 

Data may be skewed if the data distribution is not symmetrical, if there is skewness on the right side or on the left 

side, and if the peak value is far from the centre [23]. In line with this explanation, when the histogram graphs 
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presented in Figure 4 are analysed, the peak value increase in the 'Oldpeak' variable can be interpreted as skewness. 

Similarly, presence of two different peaks in the data set, if the data are concentrated at two points, this means that 

the data are bimodally distributed. In a bimodal distribution, the data are not concentrated around one value, but 

around two different values, and this is evaluated as skewness. This is also observed in the variable 'Cholesterol'.  

3.2.3. Normalisation and standardisation processes 

When the histogram graphs presented in Figure 4 are analysed, it is understood that there is skewness in the data 

distribution of 'Cholesterol' and 'Oldpeak' variables. After analysing the distribution of the data, the normalisation 

step was started. Since 'Oldpeak' and 'Cholesterol' variables were found to be skewed, these variables were scaled 

with MinMaxScaler (Equation 1). StandardScaler (Equation 2) was used for other numeric variables. 

 

𝑋𝑠𝑐𝑎𝑙𝑒𝑑 =
𝑋−𝑋𝑚𝑖𝑛

𝑋𝑚𝑎𝑥−𝑋𝑚𝑖𝑛
                   (1) 

 

 

𝑋𝑠𝑐𝑎𝑙𝑒𝑑 =
𝑋−𝜇

𝜎
                    (2) 

3.2.4. Correlation analyses 

In the correlation analysis step, it was observed that the correlation analysis could not be created for the variables 

'ChestPainType_TA' and 'ST_Slope_Down'. This may be due to missing data in the variables or fixed data in the 

variables in question. Since the entire data set was checked at the beginning of the study and there was no missing 

data, it was checked whether the variables in question took constant value or not, and it was found that these two 

variables took constant value. For this reason, these two variables were excluded from the correlation analysis since 

including or excluding these two variables in the analysis would not change the result. Since the representation of 19 

variables in the matrix reduces the legibility of the matrix, only numerical variables are included in the matrix 

representation (Figure 5). 

 

 

Fig. 5. Correlation matrix of numeric variables in the dataset. 
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When the correlation matrix of numerical values was analysed, with the variable HeartDisease; 

 Oldpeak, RestingBP, FastingBS and Age variables have a positive relationship, 

 MaxHR and Cholesterol have a negative relationship, 

 The highest relationship level is in Oldpeak and MaxHR variables with 0.44 and -0.42, respectively, 

 The lowest relationship level was found in the RestingBP variable with 0.14. 

 

 

Fig. 6. Column chart with heat map of the correlation analysis of the variables in the dataset. 

When the correlation values given in Figure 5 and Figure 6 are analysed, the first information that catches the eye 

is that gender makes a significant difference in developing the disease. With a correlation value of -0.31 for females 

and 0.31 for males, there is a negative relationship with the disease in females and a positive relationship in males. 

'RestingBP', 'RestingECG_LVH', 'RestingECG_Normal', 'RestingECG_ST' variables have the lowest impact value. 

The variables 'ChestPainType_TA', 'ST_Slope_Down', which were found to consist of fixed (same) data, were 

excluded from the data since they would not change the result in model training. 

3.3. Classification  

3.3.1. Deep neural network (DNN) 

Deep learning is a sub-branch of machine learning. The main difference of deep learning methods from classical 

artificial neural networks is their multilayer (deep) structure. These layers consisting of interconnected neurons are 
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divided into 3 parts. These are the input layer consisting of data features, the hidden layer consisting of more than 1 

hidden unit (neuron) and finally the output layer (Figure 7). Each layer uses the output of the previous layer as input 

data. In this way, a hierarchical structure is created by deriving higher level features from lower level features.  Deep 

learning has efficient algorithms for hierarchical feature extraction that represent the data and thus enables learning 

from the representation of the data [26]. 

 

 

Fig. 7. Example deep neural network image. 

DNN aims to minimise the error between calculated predictions and desired values by using the weights  𝑤𝑖  of all 

neurons in the network. Initially randomly assigned weights are updated using the stepwise descent algorithm 

(Equation 3). At each iteration, a loss/error value is obtained by comparing the difference between the loss function 

predictions and the actual values. This loss/error is used in the gradient calculation and the weights are updated [26], 

[27].  

 

∆𝑤 = −𝜂 (
𝑑𝐸

𝑑𝑤
)                    (3) 

3.3.2. Convolutional neural networks (CNN) 

CNN is an artificial neural network widely used in the field of deep learning, especially in visual data processing 

such as image classification, object detection, handwriting recognition. There is a convolution layer for filtering and 

feature map extraction, a pooling layer for dimension reduction, and a fully connected layer that produces output 

using features obtained from previous layers. CNN is a feed-forward artificial neural network model that optimises 

the weights and biases of the network using the backpropagation algorithm. 

CNN does not use predefined features to locally detect and learn features in the image, but instead learns locally 

connected neurons (filters). In other words, CNN has the ability to automatically learn features from the image [28]–

[30]. 

3.4. Method 

In this research, Deep Neural Network (DNN) and Convolutional Neural Networks (CNN) neural networks were 

used for early diagnosis of heart attack. For this purpose, a Deep Neural Network with 3 layers and a total of 881 

parameters and a Convolutional Neural Networks network with 4257 parameters consisting of 5 layers including 

convolution, pooling, flatten and two fully connected layers were created. Summary information of these networks 

is presented in Table 3 and Table 4. 
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Table 3. DDN model summary. 

Layer (type) Output Shape Param # 

Dense (None, 32) 608 

Dense (None, 8) 264 

Dense (None, 1) 9 

 

 

Table 4. CNN model summary. 

Layer (type) Output Shape Param # 

Conv1D (None, 16, 32) 128 

MaxPooling1D (None, 8, 32) 0 

Flatten (None, 16) 0 

Dense (None, 1) 4112 

Dense  17 

In order to find the best hyperparameters while training the models, Model Tuning (Model Validation) was 

performed with GridSearhCV. GridSearhCV returns a parameter array by finding the parameters with the highest 

success among the variables given as parameters. The parameters specific to each model were tried with 

experimental methods and the parameters with the highest success rate are presented in Table 5.  

Table 5. Parameter space by models and best selected parameters. 

Model Name Parameter Space 
Selected with GridSearhCV 

Best Parameters 

DNN  

'batch_size': [16, 32], 

'epochs': [10,20,100,200], 

'hidden_units': [8, 16, 32] 

'batch_size': 32, 

'epochs': 100, 

'hidden_units': 32 

 

CNN  

'filters': [16,32, 64], 

'kernel_size': [3, 5], 

'epochs': [25,100,200], 

'batch_size': [16,32] 

'filters': 32, 

'kernel_size': 3 

'epochs': 100, 

'batch_size': 16 

In both deep learning models, 'binary_crossentropy' was chosen as the loss function, gradient-based 'adam' as the 

optimizer and 'accuracy' as the metrics. The loss function 'binary_crossentropy' was chosen because the loss function 

'binary_crossentropy' is a successful loss function that is widely used in the literature for classification between two 

classes (true, false). 

In addition, KFold and StratifiedKFold methods were used with CV (CrossValidation) values of 2, 3 and 5 for 

each model. Experimental results were obtained by dividing the data in different ratios such as 80-20, 70-30, 75-25 

as training and test data. Random_state was set to a constant value for consistency (so that the data is always split at 

the same point for training and testing). 
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4. Research findings 

In this study, classification models were developed with Deep Neural Network (DNN) and Convolutional Neural 

Network (CNN). In order to evaluate the performance of the classification models, the information obtained from 

Classification Report, Confusion Matrix and ROC Curve are combined and presented in Table 6. In addition, 

Confusion Matrix (Figure 8), LOS Curve (Figure 9) and combined ROC Curve (Figure 10) are presented in order to 

visually evaluate the model performance. 

Table 6. Information obtained from Classification Report, Confusion Matrix, and ROC curve. 

Model Acc AUC 

P
re

ci
si

o
n
 

R
ec

al
l 

F
1

-S
co

re
 

S
u

p
p
o

rt
 

True 

Classification 

False 

Classification 

TP TN FP FN 

DNN 0.9375 0.96 0.9629 0.9176 0.9397 160 78 72 3 7 

CNN 0.9312 0.96 0.9512 0.9176 0.9340 160 78 71 4 7 

 

  

Fig. 8. DNN and CNN confusion matrix. 
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Fig. 9. DNN and CNN Loss curve. 

 

 

 

Fig. 10. DNN and CNN combined ROC curve. 

5. Discussion and conclusions 

In this study, a prediction model was developed with Deep Neural Network (DNN) and Convolutional Neural 

Network (CNN) using a heart failure prediction dataset consisting of 918 observations with the combination of 11 

common features of universally accepted Cleveland (n=303), Hungarian (n=294), Swiss (n=123), Long Beach VA 

(n=200) and Stalog (Heart) (n=270) datasets obtained through kaggle. Classification Report, Confusion Matrix 

(Figure 8), LOS Curve (Figure 9) and ROC Curve (Figure 10), which are frequently used in the literature, were used 

to evaluate the performance of the classification models. 

In this study, two different deep learning models were created to assist physicians in predicting heart failure and 

the performance of the models was compared with metrics accepted in the literature. Accuracy, Precision, Recall 

and F1-Score values obtained with Classification Report for the compared models were 0.9375, 0.9629, 0.9176, 

0.9397 for DNN and 0.9312, 0.9512, 0.9176, 0.9340 for CNN respectively. The AUC value calculated on the ROC 

curve for the compared models was found to be 0.96 for both models equally. Accuracy refers to the correct 
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classification rate of the generated model. Precision indicates how many of the instances where the generated model 

predicts positive are actually positive. Recall represents how many true positive samples are correctly predicted and 

F1-Score represents a balance of precision and sensitivity. The fact that the Accuracy, Precision, Recall and F1-

Score values obtained for DNN and CNN are all between 91% and 96% shows that the model classifies the data 

accurately and balancedly, making very few errors and that the model works quite successfully. 

The accuracy percentages of similar studies in the literature are presented in Table 7. 

Table 7. Accuracy percentages of similar studies in the literatüre. 

Study Method Sample Accuracy (%) 

(Abdullah & Rajalaxmi, 2012) Random Forest 369 63,33 

(Salman & Aksoy, 2022) Random Forest 299 79,66 

(Göktaş & Yağanoğlu, 2020) C4.5 Decision Tree 303 83,09 

(Cı̇han vd., 2018) Multilayer Artificial Neural Network 303 83,49 

(Shao vd., 2014) Hibrid Model 280 83,93 

(Keser & Keskı̇n, 2023) Artificial Neural Network 299 86,67 

(Ekrem vd., 2020) Random Forest 303 86,88 

(Coşar & Denı̇z, 2021) Random Forest 918 88,00 

(Das vd., 2009) Statistical Analysis System 303 89,01 

(Özmen vd., 2018) Support Vector Machine 303 89,47 

(Potur & Ergı̇nel, 2021) Multilayer Perseptron 299 90,00 

(Gündoğdu, 2021) Random Forest 303 90,20 

(Çı̇l & Güneş, 2022) Artificial Neural Networks 303 90,54 

(Coşkun & Kuncan, 2022) Random Forest 918 90,76 

(Yilmaz & Yağin, 2021) Multilayer Neural Networks 303 91,10 

(Ozcan vd., 2019) Support Vector Machine 170 91,67 

Yilmaz & Yağin, 2022) Random Forest 909 92,90 

(Vatansever vd., 2021) Genetic Algorithm 303 93,44 

This Study Deep Neural Network 918 93,75 

When the studies in the literature listed in Table 7 are analysed, it is understood that the success obtained in this 

study is higher than the previous studies. 

Another important contribution of the study to the literature is that it proved that an artificial neural network such 

as CNN, which is widely used in visual data processing such as image classification, object detection, face 

recognition, etc., can also give successful results on digital data when used in 1D (dimensional). 

On the other hand, in the study describes each stage from data pre-processing to model predict and evaluation in 

a systematic and detailed manner. It is thought that this study may contribute to researchers in similar deep learning 

studies that can be carried out in the future. 
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