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This study presents the software and implementation for proportional-integral-derivative (PID) tuning 

of a DC motor control system using genetic algorithm (GA). The PID parameters for a specific control 

structure are optimized using GA in the proposed tuning procedure. Also, integral time absolute error 

(ITAE) is used as a fitness function to optimize the parameters. The robustness of the control system is 

compared with conventional mathematical method. Simulations are carried out in MATLAB/Simulink 

to compare the results of a DC motor control system. Simulation results show that in terms of overshoot, 

steady-state error, and settling time, GA-based PID tuning approach performed better than conventional 

method. Additionally, a sensitivity analysis is performed to evaluate how robust the proposed approach 

is to parameter variations. The analysis shows that compared to the conventional method, the GA-based 

PID tuning algorithm is more adaptable to variations in system parameters. 
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1. INTRODUCTION 

Control systems play a significant role in many fields, from automotive to aerospace, robotics to industrial 

process control. One of the most used control methods in industry is proportional-integral-derivative (PID) 

controller. PID control, a closed-loop feedback technique, measures the error between a desired set point and 

the system's actual output continually and then modifies the control input to minimize this error. To maintain 

system stability and performance, it is essential to fine-tune of the PID parameters. However, conventional 

PID tuning methods can be time-consuming and require expert knowledge, making it challenging to tune the 

PID controller for complex systems (Borase et al., 2021). 

In literature, a number of conventional PID tuning methods have been proposed, including Ziegler-Nichols 

(ZN) (Patel, 2020), Cohen-Coon (Taşören, 2021), and Tyreus-Luyben (Ibrahim et al., 2016) methods. These 

methods require expert knowledge of the system, and the tuning process can be time-consuming and 

challenging for complex systems. 

To solve these drawbacks, some optimization techniques have been proposed to tune PID controllers, for 

instance particle swarm optimization (PSO) (Aranza et al., 2016) and differential evolution (DE) (Saad et al., 

2012). A population-based optimization algorithm called PSO imitates its cooperative behavior of a swarm of 

particles. The PSO-based PID tuning method has been applied to various control systems, such as DC motor 

control (Alruim Alhasan & Güneş, 2017) and chemical processes (Fang et al., 2021). The other population-

based optimization technique called DE imitates the natural process of crossover and mutation. DE-based PID 
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tuning methods have been applied to various control systems, such as HVAC systems (Rout et al., 2013) and 

mobile robots (Martinez-Soltero & Hernandez-Barragan, 2018). 

GA is one of the most widely used optimization technique in engineering, including in control system design. 

It has been successfully implemented in various applications due to their ability to search a large parameter 

space and find optimal solutions (Malhotra et al., 2011). Moreover, GA-based PID tuning methods can 

automatically generate optimal PID parameters that achieve the desired system performance. The GA-based 

PID tuning method can handle complex systems and requires less expert knowledge, making it an attractive 

alternative to conventional PID tuning methods (de Figueiredo et al., 2023). 

Different GA-based PID tuning techniques have been proposed by researchers. For instance, Islam et al. (2020) 

propose a GA-based PID tuning method that uses fuzzy logic to adjust crossover and mutation ratios. Method 

is implemented for a DC motor and the results showed that the transient-state response and steady-state error 

are reduced. Similarly, Jayachitra and Vinodha (2014) propose a GA-based PID tuning method that uses a 

weighted combination of objective functions. The method is applied to continuous stirred tank reactor and 

combination of all objective functions demonstrated its effectiveness in improving system performance. Tiwari 

et al. (2018) propose a PID control method for the DC motor control system that is based on a GA. 

MATLAB/Simulink is used to simulate performance of the system, and GA optimization is implemented using 

the MATLAB toolbox. The results showed that GA-based tuning method significantly improved the 

performance of control system compared to conventional ones. Moreover, in a DC motor control system, a 

hybrid optimization strategy for PID controller tuning is proposed by Flores-Morán et al. (2020). To improve 

the search capabilities of the optimization process, the GA method is combined with the PSO algorithm. The 

results showed that, in comparison to ZN approach, the hybrid optimization method greatly enhanced 

performance of DC motor control system. GA-based PID tuning approach is proposed by Galotto et al. (2007). 

For estimating the unknown parameters of the DC motor and fine-tuning the PID controller parameters, the 

authors employ the recursive least squares (RLS) approach. Results shows that the proposed method 

successfully improved the performance of the DC motor control system by optimizing the PID controller 

parameters. Korkmaz et al. (2012) propose variable parameter nonlinear PID controller and GA based PID 

controller to compare the results of the proposed controllers. According to the results, it can be deduced that 

both control methods are superior to the conventional ZN control method. However, it is seen that the GA-

based control method gives slightly better results than the variable parameter nonlinear PID controller. Pereira 

and Pinto (2005) propose GA optimization technique to define the system identification and parameter tuning 

for the optimum adaptive control. In proposed system two independent GA are used respectively. When the 

results of the cascaded GA are compared with the conventional ZN method, it is emphasized that the GA-

based system is superior. Wati and Hidayat (2013) propose GA-based PID parameters optimization for air 

heater temperature control. The experimental results demonstrate that the step response of GA-based PID 

controller performs better than conventional ZN tuning method. Meena and Devanshu (2017) propose a PID 

tuning method for process control by using GA. Comparing the proposed GA tuned plant's performance to that 

of a conventionally tuned plant, it can be seen that the GA tuned PID controller outperforms the conventionally 

designed PID controller. 

Major gap in the literature regarding this subject is the lack of presentation of the full algorithms used in the 

above studies. This paper presents GA-based PID tuning method and its implementation for a DC motor 

control system. The proposed GA based tuning software is completely presented in this work, which is the key 

element that separates this study from others in the literature. The software is written in MATLAB, and the 

DC motor implementation has been done in MATLAB/Simulink. 

The rest of the paper is arranged as follows: section 2 describes the mathematical model and transfer function 

of the DC motor. Section 3 analyzes conventional PID control method. Section 4 discusses the proposed GA-

based PID tuning method and Section 5 gives its fully software. Section 6 describes the manual solution for 

single iteration. Section 7 gives the implementation of the proposed method for a DC motor control system. 

Finally, section 8 concludes the paper. 
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2. MATHEMATICAL MODEL OF DC MOTOR 

A DC motor is a device that converts electrical energy into mechanical energy through its interaction of a 

magnetic field and current-carrying conductors. The DC motor can be modeled using mathematical equations 

that describe its behavior in terms of its physical parameters. Fundamental DC motor model is given in Figure 

1. Mathematical model of DC motor in Laplace domain can be represented by the following equations: 

 𝑒𝑎(𝑠) = 𝑅𝑎𝐼𝑎(𝑠) + 𝑠𝐿𝑎𝐼𝑎(𝑠) + 𝑒𝑏(𝑠) (1) 

 𝑇𝑚(𝑠) = 𝐾𝑖𝐼𝑎(𝑠) (2) 

 𝑇𝑚(𝑠) = 𝑠𝐽𝑚Ω𝑚(𝑠) + 𝐵𝑚Ω𝑚(𝑠) + 𝑇𝐿(𝑠) (3) 

 𝑒𝑏(𝑠) = 𝐾𝑏Ω𝑚(𝑠) (4) 

The equations can be written as follows when the input and output of the system are defined as 𝑒𝑎(𝑠) and 

Ω𝑚(𝑠). 

 𝐼𝑎(𝑠) =
𝑒𝑎(𝑠) − 𝑒𝑏(𝑠)

𝑠𝐿𝑎 + 𝑅𝑎

 (5) 

 Ω𝑚(𝑠) =
𝑇𝑚(𝑠) − 𝑇𝐿(𝑠)

𝑠𝐽𝑚 + 𝐵𝑚

 (6) 

 

 

Figure 1. DC motor model 

In the light of these equations, the DC motor control block diagram is shown in Figure 2. 

 

Figure 2. Block diagram of the DC motor 
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The transfer function of the DC motor must be modified to include the controller's effects when designing a 

controller for a DC motor control system. The resulting transfer function is: 

 
Ω𝑚(𝑠)

𝑒𝑎(𝑠)
=

𝐾𝑖

𝑠2𝐽𝑚𝐿𝑎 + 𝑠(𝐽𝑚𝑅𝑎 + 𝐿𝑎𝐵𝑚) + 𝑅𝑎𝐵𝑚 + 𝐾𝑖𝐾𝑏

 (7) 

The electrical time constant is assumed to be zero due to the mechanical time constant of the system is much 

larger than the electrical time constant. So, if La/Ra=0, it must be La=0. In this case, overall transfer function 

of system is as follows: 

 
Ω𝑚(𝑠)

𝑒𝑎(𝑠)
=

𝐾𝑖

𝑠𝐽𝑚𝑅𝑎 + 𝑅𝑎𝐵𝑚 + 𝐾𝑖𝐾𝑏

 (8) 

Since it is often assumed that 𝐾𝑇 = 𝐾𝑖 = 𝐾𝑏 in practice, the equation can be written as: 

 
Ω𝑚(𝑠)

𝑒𝑎(𝑠)
=

𝐾𝑇

𝑠𝐽𝑚𝑅𝑎 + 𝑅𝑎𝐵𝑚 + 𝐾𝑇
2 (9) 

The system is similar to the general transfer function of the first-order system. So, let's bring the system to the 

general transfer function form of first-order systems with various arrangements. 

 
𝐾

𝜏𝑠 + 1
≅

𝐾𝑇

𝐾𝑇
2 + 𝑅𝑎𝐵𝑚

𝐽𝑚𝑅𝑎

𝐾𝑇
2 + 𝑅𝑎𝐵𝑚

𝑠 + 1
 (10) 

where 𝐾 is the gain 𝐾 ≅
𝐾𝑇

𝐾𝑇
2+𝑅𝑎𝐵𝑚

 and 𝜏 is the time constant 𝜏 ≅
𝐽𝑚𝑅𝑎

𝐾𝑇
2+𝑅𝑎𝐵𝑚

. The DC motor parameters used 

in this paper is given in Table 1. 

Table 1. DC motor parameters used in this study 

Parameters Symbols Values 

Motor resistance 𝑅𝑎 3.2Ω 

Motor inductance 𝐿𝑎 0H 

Inertia moment 𝐽𝑚 0.082 𝑘𝑔. 𝑚2 

Viscous friction coefficient 𝐵𝑚 0.0275 𝑘𝑔. 𝑚2/𝑠 

Motor torque constant 𝐾𝑖 1.26 N.m/A 

EMF constant 𝐾𝑏 1.26 V.s/rad 

As a result, the following is the DC motor's transfer function: 

 𝐺𝑆𝑠
=

Ω𝑚(𝑠)

𝑒𝑎(𝑠)
=

0.752

0.157𝑠 + 1
 (11) 

3. PROPORTIONAL INTEGRAL DERIVATIVE (PID) CONTROL OF DC MOTOR 

Due to their ability to precisely adjust speed and torque, DC motors are widely used in industrial applications. 

PID control is a popular technique for controlling motor speed. Besides, three elements are used in a closed 

loop PID control system: proportional, integral, and derivative. Proportional component adjusts the input 

voltage to the motor in proportion to the error between the desired and actual motor speed. Integral component 

integrates the error over time to compensate for any steady-state error. The motor's input voltage is changed 

by the derivative component to correspond with a measurement of the error's rate of change. PID controller 

transfer function is provided by: 

 𝐺𝑐𝑠
= 𝐾𝑃 +

𝐾𝐼

𝑠
+ 𝐾𝐷𝑠 (12) 
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where 𝐾𝑃, 𝐾𝐼, and 𝐾𝐷 are the proportional, integral, and derivative gains, respectively. “s” is the Laplace 

domain variable. A first-order system can be controlled by PID algorithm as if it is a second-order system, 

according to criteria such as desired overshoot and settling time. The criteria required in the controller design 

are determined as follows: Mp = %5 (overshoot ratio), Ts=0.4 s (settling time), ess = 0.02 (steady state error 

for ramp input signal). The formulations of these criteria are given as follows: 

 %𝑀𝑝 = 𝑒
−

𝜉

√1−𝜉2
𝜋

. 100 
(13) 

 𝑇𝑠 =
4

𝜎
                                     𝜎 = 𝜉𝜔𝑛 (14) 

where 𝜉 is the damping rate and 𝜔𝑛 is the damping frequency. When equations (13) and (14) are solved, 𝜉 =
0.69 and 𝜔𝑛 = 14.4927 are calculated. All of the system poles is given below: 

 𝑠1,2 =  −𝜉𝜔𝑛 ∓ 𝜔𝑛√𝜉2 − 1 (15) 

 𝜎 = 𝜉𝜔𝑛 = 10 (16) 

 𝜔𝑛√𝜉2 − 1 = 10.49 (17) 

 𝑠1,2 =  −10 ∓ 𝑗10.49 (18) 

Since ess (∞) = 0.02 

 𝐾𝑉 =
1

𝑒𝑠𝑠

=
1

0.02
= 50 (19) 

 𝐾𝑉 = lim
𝑠→0

𝑠𝐺𝐶𝑠
𝐺𝑆𝑠

 (20) 

 𝐾𝑉 = lim
𝑠→0

𝑠 {𝐾𝑃 +
𝐾𝐼

𝑠
+ 𝐾𝐷𝑠} {

0.752

0.157𝑠 + 1
} (21) 

Finally, the integral coefficient of the control system is determined as 𝐾𝐼 = 37.6. The characteristic equation 

of the system is defined as: 

 𝐹(𝑠) = 1 + 𝐺𝐶𝑠
𝐺𝑆𝑠

= 0 (22) 

Therefore 𝐺𝐶𝑠
= −

1

𝐺𝑆𝑠

 can be obtained. Where 𝐺𝐶𝑠
 is the controller block and 𝐺𝑆𝑠

 is the DC motor transfer 

function block. 

 𝐾𝑃 +
𝐾𝐼

𝑠
+ 𝐾𝐷𝑠 = −

1

0.752
0.157𝑠 + 1

 (23) 

 𝐾𝑃 + 𝐾𝐷(−10 + 𝑗10.49) = −
0.157(−10 + 𝑗10.49) + 1

0.752
−

37.6

−10 + 𝑗10.49
 (24) 

Consequently, the proportional and derivative coefficients of the control system is determined as 𝐾𝑃 = 2.84 

and 𝐾𝐷 = 0.029, respectively. A closed loop DC motor control system is given in Figure 3. 

 

Figure 3. Closed loop control system of the DC motor 

https://doi.org/10.54287/gujsa.1342905


291 
Zafer ORTATEPE  

GU J Sci, Part A 10(3) 286-300 (2023) 10.54287/gujsa.1342905  
 

 

4. GENETIC ALGOTIRHM BASED PID TUNING SOFTWARE DESIGN 

In this section, the software design for the GA-based PID tuning system is described. PID control method is 

widely used in closed loop systems. However, selection of the proportional, integral, and derivative gains is 

crucial to controller performance. To simplify the PID tuning process, a GA optimization algorithm is 

employed. The GA is an optimization method that draws inspiration from the genetics field's natural selection 

procedure. Crossover, mutation and selection processes are used to iteratively improve a starting population 

of potential solutions (PID gains). The following steps make up the software design: 

Input and initialization: The DC motor transfer function, control targets, and PID limits are provided by the 

user as input to the software. Maximum number of generations, population size, mutation and crossover rates 

are also initialized. 

Fitness evaluation: Fitness function is the objective metric used to evaluate each proposed solution's 

effectiveness. In this case, fitness function is integral time absolute error (ITAE) between the desired and actual 

motor speed over a certain time period. 

Selection: The fittest members in the population are selected based on their fitness value. The tournament 

selection method is used, where pairs of individuals are randomly selected and compared based on their fitness 

value. The individual with highest fitness value is chosen for a next generation. 

Crossover: Genetic information of two selected individuals is combined to generate new offspring. The one-

point crossover strategy is applied, in which the genetic information beyond a predetermined point in the PID 

gain strings of two individuals are exchanged between them. 

Mutation: Random changes in the genetic information of the offspring are introduced to diversify the 

population and avoid premature convergence. 

Termination: When the maximum number of generations is reached or the fitness value of the best individual 

reaches a sufficient level, the GA process terminates. 

Output and visualization: The optimal PID parameters for the DC motor control system are output by the 

software based on the fittest individual in the final generation. The software also provides a plot of the actual 

output value and the desired reference over time to visualize the performance of the system. 

Overall, the software design enables the adjusting of PID parameters for DC motor control using a GA 

optimization algorithm. The next section describes the implementation of the software on a MATLAB 

platform. 

5. GA BASED PID TUNING ALGORITHM 

Initialization, fitness evaluation, selection, crossover, and mutation are the different parts of the algorithm. 

Initial parameters used in GA based PID software is given in Table 2. 

Part 1 of the GA tuned PID tuning algorithm is given in Figure 4. In this part, the number of genes in each 

chromosome, upper and lower bounds of the parameters, size of each gene, and mutation and crossover rates 

are determined. A random population is generated within the specified limits for the initial population. The 

start and end bits of the 𝐾𝐷, 𝐾𝑃, and 𝐾𝐼 genes in the chromosome are determined. If the random gene exceeds 

the upper limit, it is set to the upper limit and if it is below the lower limit, it is set to the lower limit. In 

addition, if the sign is negative, the sign bit is set to zero, and if it is positive, the sign bit is set to 9, and the 

absolute value of the genes is taken.  

Part 2 of the GA based PID tuning algorithm is given in Figure 5. In this part, transfer function of DC motor 

is defined and the genes in the chromosome are placed into the transfer function. The integral of the system is 

taken, and the total error value is transferred to the objective fitness. Fitness function values are calculated 

from all objective fitness values, and the total fitness value is found and stored for use in the roulette wheel 
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method. The best individuals are selected using the roulette wheel method for crossover and best chromosomes 

move to the next generation. 

 

Figure 4. Software design in a MATLAB environment (Part 1) 
 

Table 2. Initial parameters of GA based PID software 

Parameters Values 

Population size 50 

Generation 40 

Number of gene 3 

Limits of 𝐾𝑃 0-1 

Limits of 𝐾𝐼  0-10 

Limits of 𝐾𝐷 0-0.5 

Size of gene 6, 6, 6 

Mutation rate 0.01 

Crossover rate 0.2 

Part 3 of the GA tuned PID tuning algorithm is shown in Figure 6. In this part, the next step of the software is 

crossover and child chromosomes are generated from the parent chromosomes. During the process, 

chromosomes are randomly selected for crossover. If the crossover rate determined at the beginning of the 

software is greater than the randomly generated number between 0-1, crossover occurs, if it is small, it does 

not occur and the parent chromosomes are transferred to the child chromosomes exactly. 

https://doi.org/10.54287/gujsa.1342905
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Figure 5. Software design in a MATLAB environment (Part 2) 

In case of crossover, it is determined randomly from which bit the crossover starts. The bits of the selected 

chromosome from 1 to the determined place are transferred to the new child chromosome. The bits of another 

chromosome from the determined place to the end are transferred to the new child chromosome. 

Thus, the child chromosome is formed by crossing the two randomly selected chromosomes from the randomly 

determined dividing point. Then the chromosomes mutate according to the mutation rate. If the mutation rate 

determined at the beginning is greater than the randomly generated number between 0 and 1, the mutation will 

occur, if it is small, it will not occur. Finally, new chromosomes are transferred to the gene pool and the cycle 

is increased by one. 

Finally, the PID parameters produced by the software and the numerically calculated parameters in section 3 

are applied to the DC motor transfer function and the relevant code lines are given in Figure 7. 

https://doi.org/10.54287/gujsa.1342905
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Figure 6. Software design in a MATLAB environment (Part 3) 
 

 

Figure 7. Software design in a MATLAB environment (Part 4) 
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6. MANUAL SOLUTION FOR A SINGLE ITERATION 

In this section, the process of a single iteration of the system is demonstrated. Consider a system with three 

chromosomes, and assume that the first genes are generated by MATLAB as follows: 

𝐾𝐷 = 13.5162;     27.4001;      16.1503 

𝐾𝑃 = 2.5146;      4.5713;      29.8840 

𝐾𝐼 = 6.8693;     24.7745;        2.3453 

Then the calculation of the start and end points of the genes will subsequently be performed by the software. 

𝑔𝑒𝑛𝑒_𝑠𝑡𝑎𝑟𝑡 = 1     8    15    22 

After the start and end points are determined, a gene pool equivalent to the length of the system is created. 

𝑐ℎ𝑟𝑜𝑚𝑜𝑠𝑜𝑚𝑒 1 = 9135162;    9025146;    9068693 

𝑐ℎ𝑟𝑜𝑚𝑜𝑠𝑜𝑚𝑒 2 = 9274001;    9045713;    9247745 

𝑐ℎ𝑟𝑜𝑚𝑜𝑠𝑜𝑚𝑒 3 = 9161502;    9298840;    9023452 

As evident from the gene pool, a value of 9 has been assigned to the starting bits, which are positive. If the 

signs were negative, the sign bits would have been 0. Subsequently, the objective function and fitness function 

are calculated for these chromosomes. 

𝑜𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 = 2.2370;     1.5646;     0.5798 

𝑓𝑖𝑡𝑛𝑒𝑠𝑠 = 0.4470;     0.6392;     1.7246 

After calculating the fitness values, the well-performing genes are selected using the roulette wheel selection 

method, and a crossover pool is generated. This pool is stored in a matrix called parent_chrom. 

𝑐ℎ𝑟𝑜𝑚𝑜𝑠𝑜𝑚𝑒 3 = 9161502;    9298840;    9023452 

𝑐ℎ𝑟𝑜𝑚𝑜𝑠𝑜𝑚𝑒 1 = 9135162;    9025146;    9068693 

𝑐ℎ𝑟𝑜𝑚𝑜𝑠𝑜𝑚𝑒 3 = 9161502;    9298840;    9023452 

As can be seen, the well-performing genes are placed into the gene pool named parent_chrom. Subsequently, 

the crossover process takes place, and chromosomes are randomly selected and transferred to the child matrix 

from randomly chosen positions. This results in a gene exchange among the chromosomes. 

After this process, the mutation stage is initiated, and it is decided whether each gene will undergo a mutation 

at a rate of 0.01. If a gene is to be mutated, a number between 0 and 10 is randomly generated and substituted 

for the corresponding gene. The resulting gene pool after mutation is as follows: 

𝑐ℎ𝑟𝑜𝑚𝑜𝑠𝑜𝑚𝑒 3 = 9161502;    9298840;       9023452 

𝑐ℎ𝑟𝑜𝑚𝑜𝑠𝑜𝑚𝑒 1&3 = 9135162;    90//98840;    9023452 

𝑐ℎ𝑟𝑜𝑚𝑜𝑠𝑜𝑚𝑒 3 = 9161502;    9298840;       9023452 

Subsequently, the chromosomes named child undergo a mutation with a probability of 0.01. The resulting 

chromosomes after mutation are as follows: 
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𝑛𝑒𝑤 𝑐ℎ𝑟𝑜𝑚𝑜𝑠𝑜𝑚𝑒 1 = 9161502;    9298840;    9023452 

𝑛𝑒𝑤 𝑐ℎ𝑟𝑜𝑚𝑜𝑠𝑜𝑚𝑒 2 = 9135162;    9098840;    9023452 

𝑛𝑒𝑤 𝑐ℎ𝑟𝑜𝑚𝑜𝑠𝑜𝑚𝑒 3 = 9161502;    9298840;    9023452 

If it is examined the new chromosomes, none of the bits have undergone a mutation with a probability of 0.01. 

However, this does not necessarily mean that there will never be any mutations. There were no mutations in 

the first generation. 

After the mutation process, the chromosomes in this gene pool are converted to parameters and the second 

generation begins. After this step, the parameter values will be as in Table 3. 

Table 3. PID parameters obtained from the first generation 

 Chromosome 1 Chromosome 2 Chromosome 3 

𝑲𝑫 16.1502 13.5162 16.1502 

𝑲𝑷 29.8840 9.8840 29.8840 

𝑲𝑰 2.3452 2.3452 2.3452 

7. RESULTS 

The step responses of conventional PID and GA tuned PID are given in Figure 8. As calculated in the third 

section, parameters 𝐾𝐷 = 0.029, 𝐾𝑃 = 2.84 and 𝐾𝐼 = 37.6 are selected for the conventional PID controller. 

Besides, when the GA-based PID tuning algorithm given in section 5 is run, the obtained PID parameters are 

𝐾𝐷 = 0.012, 𝐾𝑃 = 5 and 𝐾𝐼 = 36.4872, respectively. As can be seen from the figure, the parameters obtained 

from the GA-based PID algorithm are superior to the conventional PID calculation method in terms of 

overshoot and settling time. 

 

Figure 8. Step responses of conventional PID and GA-based PID control methods 

The multi-step responses of conventional PID and GA-based PID is given in Figure 9. The same parameters 

as above are used for both conventional PID and GA-based PID. As can be seen from the figure, the parameters 

obtained from the GA-based PID algorithm are superior to the conventional PID calculation method in terms 

of overshoot and settling time for all unit steps. 
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Figure 9. Multi-step responses of conventional PID and GA-based PID control methods 

The step responses of conventional PID and two GA-based PID are given in Figure 10. Derivative, proportional 

and integral terms (𝐾𝐷 = 0.029, 𝐾𝑃 = 2.84, 𝐾𝐼 = 37.6) are selected for the conventional PID controller. 

Moreover, 𝐾𝐷 = 0.012, 𝐾𝑃 = 5 and 𝐾𝐼 = 36.4872 are obtained GA-based PID tuning algorithm when the 

population size is 50 and iteration is 40 (response 1) and 𝐾𝐷 = 0, 𝐾𝑃 = 5 and 𝐾𝐼 = 34.1696 are obtained 

when the population size is 100 and iteration is 80 (response 2), respectively. As can be seen from the figure, 

the algorithm gives better results in terms of overshoot and settling time as the number of populations and 

iterations increase. Moreover, all the parameters obtained from the GA-based PID algorithm are superior to 

the conventional method. 

 

Figure 10. Step response of conventional and two GA-based PID control methods 

The step response of conventional PID and GA tuned PID to the limitation of derivative, proportional and 

integral terms is given in Figure 11. In this simulation, all parameters are limited in the range of 0-50. 

Therefore, 𝐾𝐷 = 14.0465, 𝐾𝑃 = 45.9608 and 𝐾𝐼 = 50 are obtained GA-based PID tuning algorithm when 

the population size is 50 and iteration is 40. Whereas, in all previous simulations, this limitation was set to 

0 < 𝐾𝐷 < 5, 0 < 𝐾𝑃 < 5 and 0 < 𝐾𝐼 < 50. When the limits of the derivative and proportional terms are 

increased, the system responds quickly, but the settling time to the reference is too long. Therefore, the 
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boundaries of the terms specified in the algorithm should be evaluated separately for each system and 

appropriate limitations should be selected. 

 

Figure 11. Step response of conventional and GA tuned PID based DC motor 

Finally, the ramp signal responses of conventional PID and GA-based PID are given in Figure 12. Derivative, 

proportional and integral terms (𝐾𝐷 = 0.029, 𝐾𝑃 = 2.84, 𝐾𝐼 = 37.6) are selected for the conventional PID 

controller. Moreover, 𝐾𝐷 = 0.025, 𝐾𝑃 = 3.95 and 𝐾𝐼 = 43.832 are obtained GA-based PID tuning algorithm 

when the population size is 50 and iteration is 40. As can be seen from the figure, the algorithm gives better 

results than conventional method in terms of overshoot and steady state error. 

 

Figure 12. Ramp signal response of conventional and GA tuned PID methods 
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8. CONCLUSION 

In this paper, GA based PID tuning software design and implementation for a DC motor control system is 

presented. To optimize the performance of DC motor control system, the proposed software architecture 

automates the process of adjusting proportional, integral, and derivative gains. 

The output of the optimal proportional-integral-derivative (PID) parameters is examined following the 

conclusion of 40 iteration runs in a 50 population system. The overshoot is shortened, the steady-state error is 

minimized, and the settling time is greatly decreased, according to the GA-enhanced system. A comprehensive 

analysis of these results confirms that the PID-developed systems implemented in the industry can yield highly 

favorable outcomes. It is worth noting that increasing the generation and population size within the system 

could lead to even greater optimization of the outcomes. However, it is also necessary to take into account the 

fact that such increases will inevitably lead to a significant increase in processing time, potentially prolonging 

solution times. 
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