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Abstract 

In recent years, upper respiratory tract infections that have affected the whole world 

have caused the death of millions of people. It is predicted that similar infections may 

occur in the coming years. Therefore, it is necessary to develop methods that can be 

used widely, especially during epidemic periods. The study developed a decision 

support system for use in upper respiratory tract infections. At this stage, first, the 

ResNet models in the literature were examined and an application was developed on 

the SARS-CoV-2 Ct dataset. Next stage, the block structure in the ResNet models in 

the literature was changed, the number of layers was reduced, and a new model was 

proposed that provides higher success with fewer parameters. With the proposed 

model, the values 0.97, 0.97, 0.94, and 0.98 were achieved for accuracy, F1 score, 

precision and sensitivity on the SARS-CoV-2 Ct dataset, respectively. When the 

obtained values are compared to state of the art methods in the literature, it has been 

determined that they are at a competitive level with much fewer parameters. 

Hardware-related problems encountered in the training of ResNet models at low 

hardware levels were solved with the proposed model, resulting in a higher success 

rate. Furthermore, the proposed model can be widely used in different decision 

support systems that are urgently needed in adverse conditions such as pandemics 

due to its lightweight structure and high-performance results. As a result of the study, 

a new model that can provide higher performance with much lower layer structure 

than existing ResNet models has been introduced into the literature with the proposed 

model. 
 

 
1. Introduction 

 

The easy transmission of upper respiratory tract 

diseases causes regional or worldwide outbreaks. 

Recently, one of these epidemics emerged in the city 

of Wuhan, China and affected the whole world [1]. As 

a result, the World Health Organization (WHO) 

announced this situation as a pandemic due to the risk 

of spreading the disease easily to the masses [2].  

During the pandemic, the authorities reported about 

600 million cases and about 7 million deaths [3]. 
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 Due to the deaths that occurred during the 

pandemic period, health facilities such as emergency 

rooms and intensive care units were also 

overcrowded. This situation caused significant labor 

and financial difficulties [4]. In order to prevent these 

difficulties at least one step, it has become an 

extremely vital issue to detect diseases that may pose 

a risk of epidemic and to take the necessary 

precautions. For this reason, many studies have been 

conducted in the literature to detect disease [5]. One 

of the most fundamental studies is the Real-Time 
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Polymerase Chain Reaction (RT-PCR) method [6]. 

Thanks to the RT-PCR method, which was used 

extensively during the Covid19 pandemic period, 

numerous patients were diagnosed with the disease. 

However, one of the biggest obstacles to the efficient 

use of the system is that the method used gives results 

after a long time. In addition, some inconsistencies in 

the results of RT-PCR testing have called into 

question the reliability of this method. Despite the 

disadvantages of this method, it was the most 

preferred method because there were not many 

alternatives during the pandemic. However, 

delivering diagnostic test kits using the RT-PCR 

method over a wide geographic area during the 

pandemic period presented a different problem. 

The use of technology to provide diagnosis 

and treatment to large populations is critical during 

such epidemics. Therefore, researchers have focused 

on rapid response systems as an alternative to test kits 

in disease diagnosis [7]. Radiological images are one 

of the most important of these. Radiological images 

are used in the detection of many diseases because 

they can be easily obtained from X-ray machines 

commonly found in hospitals [8]. However, since the 

soft tissues cannot be fully detected with X-ray 

images, Computed Tomography (CT) scans, which 

give faster results, are preferred [9]. This method was 

preferred because it is both safer and gives faster 

results than other test kits. It is considered a safer 

method than many other diagnostic methods, 

especially when evaluated in terms of maintaining 

physical distance between the patient and the doctor. 

Machine learning methods that use CT images for 

faster and more reliable disease detection have also 

begun to be developed. One of the leading machine 

learning methods is deep learning (DL) algorithms. 

Ancillary decision support systems created with DL 

algorithms can help experts make more accurate 

decisions faster [10]. Transfer learning methods are at 

the forefront of DL algorithms that are commonly 

used in auxiliary decision support systems. Transfer 

learning methods are based on using the weight 

values of pre-trained models on new datasets. This 

approach greatly decreases the training time for 

models and simplifies the determination of weight 

values for the layers utilized in deep neural network 

models [11]. 

In the literature, it is claimed that models 

based on the transfer learning method give better 

results than basic convolutional neural networks 

(CNN) or other machine learning models in 

classifying images in datasets consisting of medical 

images [12]. For this reason, numerous research 

studies in the literature employ transfer learning 

techniques to train neural network models on limited-

sized datasets [13] – [16]. 

Studies that use DL methods and CT images 

together for disease detection are commonly found in 

the literature. Residual Network (ResNet) based 

methods are used in many of these studies. But in 

general, ResNet-based models have some 

disadvantages. There are several gaps in the literature 

that need to be filled to overcome these 

disadvantages. The major gaps identified in the 

literature are: 

 At higher depth levels, semantic gaps occur. The 

most important factor that causes this semantic 

gap is the vanishing or exploding. Although 

increasing the number of layers in ResNet models 

is done to improve performance, this can produce 

low-performance results depending on the 

dataset. For this reason, when reviewing the 

studies in the literature, it is generally found that 

different ResNet models produce more successful 

results on different datasets. This situation can 

lead to problems concerning the comparison of 

ResNet models. 

 In the literature, a limited number of ResNet 

models and different models are compared on the 

same dataset in studies conducted to measure the 

performance of ResNet models. The datasets used 

in these studies are generally datasets with access 

problems [17]. For this reason, it is necessary to 

carry out new studies in which ResNet models 

will be compared with each other using publicly 

available datasets. 

 The process of transferring filters obtained from 

a pre-trained model to a new model is called 

transfer learning. This method allows the model 

to be trained quickly and allows for better results. 

In addition, when randomly selected filters are 

used for training, the time required for training the 

models increases excessively. In this case, 

training can take days, especially when training is 

done on a low-equipped level. Therefore, new 

solutions are needed that can be trained and 

operated in low-equipped systems are needed. 

To fill the similar gaps mentioned in the literature, 

a study was conducted to categorize patients infected 

with Covid19 using different ResNet models on the 

publicly accessible dataset "The severe acute 

respiratory syndrome coronavirus 2 (SARS-CoV-2) 

Ct-Scan". A novel approach is presented, utilizing 

convolutional and residual blocks, which eliminates 

the disadvantages of ResNet models for the 

classification of individuals with Covid19 infection. 

The study's contribution to the literature is briefly 

summarized below. 
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 In the proposed model (3BResNet), a competitive 

alternative has been developed that can operate 

on platforms with lower hardware capacity by 

reducing the layer count, the parameter count, and 

the computational cost. 

 A different residual block structure has been 

developed for the issue of overfitting, which is the 

primary problem of ResNet models. The 

developed structure has been used in the 

3BResNet model and compared with other 

ResNet models in the literature. 

 The block structure used in the ResNet18, 

ResNet34, ResNet50, ResNet101, ResNet152, 

and ResNet202 models in the literature and the 

effect of the 3BResNet block structure on the 

model success are presented in detail in the study. 

 In the study, instead of increasing the number of 

layers as in ResNet models, it has been 

determined that the use of the proposed block 

structure has a greater effect on success. 

Therefore, a model has been proposed that can be 

trained and run for Covid19 classification on low-

equipped systems. 

The following section two of the study presents 

studies in the literature in general. In section three, 

ResNet models that are widely used in the literature 

and the model proposed in the study are shared. In 

section four, the experimental study is described in 

detail. In section five, the findings and results of the 

experimental study are presented. In section six, the 

results of the study are evaluated and information 

about future studies is presented. 

 

2. Literature 

 

Researchers have conducted many experimental and 

theoretical studies to detect diseases of the upper 

respiratory tract due to the global pandemic in the 21st 

century [18]-[21]. Among these studies, the most 

popular are DL-based studies. DL-based approaches 

are also used in medical image analysis due to their 

success in classification and prediction. Researchers 

used X-ray and tomography images to detect 

Covid19, which is a respiratory illness that affects the 

upper respiratory system. In the literature section of 

the study, some of the studies performed with X-ray 

images are presented in detail below. 

Chowdhury et al. conducted their study using 

a dataset of chest X-rays from 423 Covid19 patients, 

1485 viral pneumonia patients, and 1579 healthy 

individuals. The researchers also used data 

augmentation methods in addition to the existing 

dataset. In their study, they tested eight different 

models that are generally preferred in the field of DL. 

As a result of the study, they emphasized that the 

ResNet18 and CheXNeT models achieved the highest 

success in disease detection with an accuracy rate of 

99.41% [2]. Additionally, they found that data 

augmentation methods directly affect the success of 

the model. 

Farooq and Hafeez proposed a new model 

called COVID-ResNet, which consists of 4 classes 

using the COVIDx dataset containing 5941 chest X-

rays. Using a three-step technique on the ResNet50 

architecture, they achieved a 96.23% success rate 

with the COVID-ResNet model [22]. Kana et al. 

achieved a 99.0% success rate in detecting Covid19 

in their chest X-rays study using ResNet50 [23]. 

For the detection of pneumonia and Covid19, 

Keles et al. developed two models in their study called 

COV19-CNNet and COV19-ResNet. They used viral 

pneumonia (350), Covid19 (210), and healthy chest 

X-rays (350) in their study. They achieved 94.28% 

and 97.61% classification success for the COV19-

CNNet and COV19-ResNet models, respectively. In 

their study, they emphasized that pre-trained models 

are less successful in medical images.  In the two 

proposed models, they did not use a pre-trained 

model, taking a different approach from many studies 

in the literature. In this sense, it is one of the studies 

that inspired the present paper [24]. 

Zhang et al. developed COVID34XrayNet, a 

ResNet19-based model that uses a two-stage transfer 

learning approach. The developed model was tested 

on chest X-rays images and succeeded with 91.8% 

accuracy in Covid19 detection. The highlight of the 

model is the addition of a feature smoothing layer 

(FSL) and a feature extraction layer (FEL) to the 32 

layers of the ResNet34 model [25]. Rahaman et al. 

tested 15 different CNN models and achieved the 

most classification success (89.3%) with VGG-19 

[26]. 

Asnaoui and Chawki used models with 

different types of architectural structures in their 

study. They applied DenseNet201, 

InceptionResNetV2, InceptionV3, ResNet50, 

MobilenetV2, VGG16 and VGG19 models on the 

same dataset. They achieved the highest accuracy 

with InceptionResNetV2 at 92.18% [27]. The use of 

different types of DL models by Asnaoui and Chawki 

is one of the points that inspired our study. This is 

because it is expected that the success results of 

models with different types of architecture will be 

quite different from each other. Examining the 

success results of models with similar architectures is 

a very important to show the effect of the preferred 

layer structure in the development of these models on 

success. Therefore, in this study, the effect of the 

number of layers on the success of ResNet models 

with similar architecture is analyzed. 
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CT images are also frequently preferred in 

Covid19 detection with DL applications. For this 

reason, in the next section of the literature, studies 

consisting of applications in which CT scan images 

are preferred are presented. Xu et al. designed a 

classification network using the ResNet18 model to 

distinguish Covid19 from the influenza A virus on a 

dataset of 618 CT images. The images in the dataset 

were classified by segmentation. In their study, they 

achieved an accuracy rate of 86.7% [28]. Zheng et al. 

proposed a CNN-based 3D model named DeCovNet. 

In their proposed model, they used a total of 630 CT 

images obtained on different dates. The researchers 

also used data augmentation techniques to train their 

proposed model. They detected Covid19 disease 

using the model they developed and CT images. The 

performance of the model they developed was 

measured using the ROC AUC metric and they 

obtained a value of 0.95 [29].  Hu et al. succeeded in 

detecting Covid19 disease with 89% accuracy using a 

weakly supervised DL model with data obtained from 

CT images. In their study, unlike other studies in the 

literature, they were able to achieve a higher accuracy 

rate in disease detection by determining the exact 

location of the lesions or inflammation caused by 

Covid19 [30].  Li et al. developed a 3D DL model 

called COVNet for the detection of Covid19. In their 

model, they used a dataset of 4352 chest CT images 

from 3322 patients. With the model they developed 

using the ResNet50 backbone, the images were first 

pre-processed. Then, using a UNet-based 

segmentation method, the infected region was 

detected from the lung region and classification was 

performed. With the COVNet model, they obtained 

AUC values of 0.96, 0.95, and 0.98 for the detection 

of Covid19, pneumonia, and healthy individuals, 

respectively [31]. Song et al. developed the DRENet 

model including VGG16, DenseNet and ResNet 

models to detect Covid19 causing pneumonia, and 

localize the main lesions. With the model developed, 

they achieved a 93% accuracy rate in the 

classification of CT images obtained from Covid19, 

healthy individuals and pneumonia [32].  Shah et al., 

in their study using 738 CT images, suggested a DL 

model called CTnet10 with an accuracy rate of 82.1%. 

CTnet10 is compared with DenseNet-169, VGG-16, 

ResNet-50, InceptionV3, and VGG-19 models in the 

literature. As a result of the comparison, they 

determined that although the proposed model has a 

lower accuracy rate compared to other models, the 

model has the least duration for training and testing. 

After the comparison, it is observed that the CTnet10 

has a lower accuracy rate than the other models. 

However, the CTnet10 was found to have the shortest 

training and testing duration compared to the duration 

required for training and testing other models [33]. 

This situation shows that evaluating the proposed 

models by the success rate alone may not be 

sufficient. For this reason, success rates and training 

times were also taken into account in the development 

of the CTnet10 in the article. 

As can be seen from these studies in the 

literature, it is necessary to develop models that can 

work with maximum accuracy, especially in 

minimum training duration [34]. To fill this gap in the 

literature, a new DL model called 3BResNet has been 

proposed. 

 

3. Methods 

 

In this section, the general layer structure of CNN-

based models, which are commonly used among DL 

models, the ResNet models used in the study, and the 

3BResNet DL model inspired by these models are 

presented. 

 
3.1. CNN's Basic Layers 

 

CNNs are DL algorithms that usually use two-

dimensional images as input and perform convolution 

with filters to extract features from the image [34]. 

CNNs are designed to isolate visual components and 

reduce images to lower dimensions while preserving 

the essential features of the image [25]. CNN is 

likened to traditional ANNs, especially because of the 

structure of its last layer. The determination of the 

features used in ANN models is usually done by the 

designer. In CNNs, on the other hand, this structure is 

different from traditional ANNs. Because the system 

performs the feature extraction process with the filters 

used in CNNs. For this reason, it is used as a very 

popular DL model in the literature [35]. A classical 

CNN model usually has three different types of 

layers. These are convolution, pooling, and fully 

connected layers. These layers are briefly 

summarized below. 

 

3.1.1. Convolution Layer 

 

One of the most fundamental parts of the CNN 

architecture is the convolution layer. In general, it 

performs automatic feature extraction with the filters 

used during forward propagation. The filter structure 

used at this stage also constitutes the basic structure 

of the CNN model. Thanks to the convolution layer, 

new feature maps are created over the two-

dimensional data from the previous layer. This 

process repeats as many times as the number of 

convolution blocks added one after the other [36], 

[37]. 
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3.1.2. Pooling Layer 

 

The overall purpose of the pooling layer is to reduce 

the number of parameters and the computational 

complexity of the model. For this, it gradually reduces 

the representation size [35],[38]. The pooling is 

usually done by applying filters of different sizes. 

These filters can be 2x2, 3x3, ..., nxn in size. The most 

common types of used pooling methods are max, min, 

and mean pooling. Mean pooling reduces the input 

size by averaging the pixel values within the pooling 

region. Max-pooling, on the other hand, reduces the 

input size by taking the largest value within a pooling 

zone. This layer increases the learning capacity of the 

network in the feature extraction process and helps to 

learn the features of the data [39]. 

 

3.1.3. Fully Connected Layer 

 

The fully connected layer is often employed as the 

output layer at the end of CNN models. Gives the 

latest output values of CNN models [25]. The feature 

maps originating from the final convolution or other 

layers are transformed into a one-dimensional array 

and passed on to the fully connected layer. In the fully 

connected layer, each input value is bound to a 

weighting factor. The number of outputs in the fully 

connected layer usually contains as many nodes as the 

number of classes. In the literature, a non-linear 

(ReLU) activation function is also used after each 

fully connected layer [36]. 

 

3.2. Resnet Models 

 

There is a general belief that more layers should be 

used in CNN models to improve performance. 

However, increasing the depth, that is, the number of 

layers, can cause various problems such as gradient 

burst or disappearance [40]. The ResNet architecture 

was developed to overcome these problems. This 

architecture has become a remarkable architecture in 

the computer vision sector, winning first awards in the 

ImageNet Large Scale Visual Recognition Challenge 

(ILSVRC, 2015) and Microsoft Common Objects in 

Context (MS COCO, 2015) competitions in 2015 

[41]. 

ResNet models use residual blocks in their 

layers. These blocks are used to improve the 

performance of deep networks [42]. Residual blocks 

possess a general structure that establishes a 

connection between the input of the layer and the 

output of the next layers. This structure is shown in 

detail in Figure 1. 

 

 

 

Figure 1. Residual block structure [41] 

 

In Figure 1, x and F(x) refer to the input value 

of the first layer and the output value of the next layer, 

respectively. The ReLU between the two layers is the 

activation function used to reduce the values at the 

output of the first layer to the desired range [43]. The 

residual blocks shown in Figure 1 are used to prevent 

the new values obtained as a result of the convolution 

process from changing excessively compared to the 

initial values. Therefore, new ResNet models were 

developed using different numbers of residual blocks 

and convolution values. In these architectures, 

although input images of different sizes can be used, 

resizing is performed at the input of the models to 

reduce the images to the appropriate size for the 

model. This study is based on the ResNet18, 

ResNet34, ResNet50, ResNet101, ResNet152, and 

ResNet202 models commonly used in the literature. 

In these models, five main convolution layers are 

used: conv1, conv2, conv3, conv4, and conv5 [41]. 

The content and number of filters used in these layers 

can be different from each other. The layers of the 

models used in the study, the blocks belonging to 

these layers, the matrices used in these blocks and 

their output dimensions are presented in detail in 

Table 1. 
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Table 1. ResNet model family architecture [41] 

 

Layer 

Name 

Output 

Size 
18layer 34layer 50layer 101layer 152layer 

conv1 112x112 7x7, 64, stride 2 

conv2x 56x56 

3x3 max pool, stride 2 

3 3,64
2

3 3,64

x
x

x

 
 
 

 
3 3,64

3
3 3,64

x
x

x

 
 
 

 

1 1,64

3 3 3,64

1 1,256

x

x x

x

 
 
 
  

 

1 1,64

3 3 3,64

1 1,256

x

x x

x

 
 
 
  

 

1 1,64

3 3 3,64

1 1,256

x

x x

x

 
 
 
  

 

conv3x 28x28 
3 3,128

2
3 3,128

x
x

x

 
 
 

 
3 3,128

4
3 3,128

x
x

x

 
 
 

 

1 1,128

4 3 3,128

1 1,512

x

x x

x

 
 
 
  

 

1 1,128

4 3 3,128

1 1,512

x

x x

x

 
 
 
  

 

1 1,128

8 3 3,128

1 1,512

x

x x

x

 
 
 
  

 

conv4x 14x14 
3 3,256

2
3 3,256

x
x

x

 
 
 

 
3 3,256

6
3 3,256

x
x

x

 
 
 

 

1 1,256

6 3 3,256

1 1,1024

x

x x

x

 
 
 
  

 

1 1,256

23 3 3,256

1 1,1024

x

x x

x

 
 
 
  

 

1 1,256

36 3 3,256

1 1,1024

x

x x

x

 
 
 
  

 

conv5x 7x7 
3 3,512

2
3 3,512

x
x

x

 
 
 

 
3 3,512

3
3 3,512

x
x

x

 
 
 

 

1 1,512

3 3 3,512

1 1,2048

x

x x

x

 
 
 
  

 

1 1,512

3 3 3,512

1 1,2048

x

x x

x

 
 
 
  

 

1 1,512

3 3 3,512

1 1,2048

x

x x

x

 
 
 
  

 

 1x1 average pool, 1000-d fc, softmax 

FLOPs 1.8 x 109 3.6 x 109 3.8 x 109 7.6 x 109 11.3 x 109 

 

In the ResNet models, 64 filters of size 7x7 

are used in the conv1 convolution layer in all models 

to quasi the size of the input images. In the conv2 

convolution layer, a 3x3 pooling layer is first used for 

data size reduction. As a result of this process, the size 

of the data is quasi-ed again. For the remaining 

operations of the conv2 convolution layer and for 

operations in other convolution layers, different 

numbers and sizes of filters are used according to 

different ResNet models. In the final stage, all outputs 

are converted into a single vector using the global 

mean pooling layer. This vector is then sent to the 

classification layer. 

ResNet models have some disadvantages in 

themselves. Analyzing the FLOPs values presented in 

Table 1, it is seen that the processing capacity directly 

increases with increasing the number of layers. When 

the layer structure in the ResNet18 and ResNet152 

models is analyzed, there is approximately six times 

the computational cost between both models. 

However, when both models are compared on a 

similar dataset, the ratio of the accuracy values 

obtained, and the ratio of the computational cost 

values cannot be obtained the same. Therefore, when 

evaluating the performance of the models, they also 

need to be evaluated in terms of computational cost 

and training time. Based on this point, this study aims 

to develop models with less training time. 

3.3. Proposed Model 

 

In the developed model, unlike the classical residual 

blocks used in ResNet models, the block structure 

shown in Figure 2 is used. In classical residual blocks, 

there may be anomalous differences between the 

input data and the output data obtained at the end of 

the block. Therefore, in the last part of the classical 

residual block, the initial input data and the final data 

obtained after the convolution operations are summed 

with each other. However, if there are small details or 

small changes between pixels in the images used, 

these attributes can be lost in classical residual blocks. 

The loss or inability to obtain these features can cause 

irreversible problems, especially in healthcare studies 

using CT-based images. Therefore, in this study, a 

new structure for the residual blocks is proposed. The 

3BResNet residual block structure is shown in detail 

in Figure 2. 
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Figure 2. Proposed residual block structure 

 

Data from 3 different branches are combined 

in the residual block structure proposed in Figure 2. 

Due to the use of data from 3 branches in the residual 

block structure, the proposed model is named 

3BResNet. In this structure, the data of the first 

branch represent the input data (x), the data from the 

second branch represent the data obtained as a result 

of the sequential convolution operation F1 (x), and the 

data from the third branch represent the data obtained 

as a result of the single convolution operation F2 (x). 

The value denoted by y represents the output of the 

proposed residual block structure. The mathematical 

expression of the performed operation is presented in 

Equation 1. 

 

1 2( ) ( ) ( )y x F x F x    (1) 

 

Due to the structure presented in Equation 1, 

sudden and large changes between the first image and 

the last image are prevented, and small details in the 

image can be captured. Using the proposed residual 

block, a new 14-layer architecture was created as 

shown in Figure 3 and Table 2. As it can be 

understood from this architecture, fewer convolution 

layers are used than the ResNet18, ResNet34, 

ResNet50, ResNet101, ResNet152, and ResNet202 

models in the literature. 

 

 
Table 2. 3BResNet architecture 

 

Layer Name Output Size 14-layer 

conv1 112 x 112 7 x 7, 64, stride 2 

conv2 56 x 56 

[3 x 3], max pool, stride 2 

             1
3

stride
3,64

2, 
3 ,

 
3 64

x
x

x

 
 
 

 

conv3 28 x 28 

3 3,128

3 3,128

x

x

 
 
 

 
, stride 2

, stride 1
 

3 3,128

3 3,128

x

x

 
 
 

 
, stride 1

, stride 1
 

conv4 14 x 14 

3 3, 256

3 3, 256

x

x

 
 
 

 
, stride 2

, stride 1
 

3 3, 256

3 3, 256

x

x

 
 
 

 
, stride 1

, stride 1
 

 1x1 average pool, 1000-d fc, softmax 

FLOPs 1,9x109 
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Figure 3. Architecture of the 3BResNet model 

 

4. Experimental Study 

 

The experimental study carried out consists of 4 steps 

as shown in Figure 4. These steps are data pre-

processing, model selection, implementation, and 

testing. The results of the experimental study are 

compared in Table 5 with the results of other studies 

in the literature using the same dataset. 

 

 

 

Figure 4. Experimental study diagram 



E. E. Kılınç, F. Aka, S. Metlek / BEU Fen Bilimleri Dergisi 12 (3), 925-940, 2023 

933 
 

4.1. Data Pre-Processing 

 

This section of the study, information about the 

dataset used is given and the steps followed for data 

augmentation are presented. 

 

4.1.1. Selected Dataset 

 

Within the scope of the study, the SARS-CoV-2 CT 

dataset, which is used in many different studies in the 

literature, was used to evaluate the performance of the 

ResNet models and the 3BResNet model together 

with other studies in the literature [44]. The dataset 

used was obtained from CT images of patients in 

hospitals in Sao Paulo, Brazil, by Soares et al., to be 

used in the diagnosis of SARS-CoV-2 (COVID19) 

infection. There are 1252 positive and 1230 negative 

CT images in the dataset. The examples of positive 

and negative Covid19 chest CT scans shown in Figure 

5. 

 

 

Figure 5. a) Positive COVID19 chest CT scans b) Negative COVID19 chest CT scans

4.1.2 Data Augmentation Processing 

 

Data augmentation processing is a strategy that aims 

to generate more samples by applying different 

transformations to the available training data [45]. By 

ensuring that the network encounters different data in 

each training round, the aim is to prevent the problem 

of overfitting and, accordingly, increase the 

generalization performance of the model. Deep neural 

networks need high-quality training examples to get 

accurate results. However, biomedical image datasets 

often contain fewer images than publicly available 

image datasets. Many biomedical datasets, including 

the dataset used in this study, contain fewer than 

10,000 images. 

For this reason, three different data 

augmentation techniques were applied to increase the 

number of images in the study. The data augmentation 

methods preferred in the study are image rotation, 

image shift, and flip.  90-degree angles were used for 

image rotation. In the image shift process, 0.2, 0.4, 

and 0.6 values are preferred as the shift value, and 

horizontal flipping is preferred in the flipping process. 

As the images obtained by these methods are variants 

of the original images and have similar patterns, they 

can be considered reliable data. An example of the 

images obtained because of the data augmentation 

process is shown in Figure 6.

 

 

Figure 6. Examples of augmented images
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In the study, the augmented data were 

separated into two groups as 80% training and 20% 

test data according to the cross-validation 5 value. 

The images in the dataset used in this study have 

different dimensions. For this reason, all images were 

resized to 224x224 to be suitable for the input of the 

models to be used in the next stages of the study. 

 

4.2. Model Selection 

 

The general structure of the model proposed in the 

study is presented in detail in Section 3.3. The DL 

models ResNet202, ResNet34, ResNet152, 

ResNet101, ResNet150, and ResNet18, which are 

widely used in the literature with similar parameters, 

are other preferred models in the study. The number 

of layers and the contents of these models used are 

discussed in detail in Section 3.3. To compare the 

performance of ResNet models, it is very important to 

use the same dataset and train with the same training 

parameters. As can be seen in Figure 4, whichever 

model is selected in the experimental study, the whole 

system is run on that model and results are produced. 

This step is repeated to train and test each model. 

 

4.3. Implementation 

 

In this step of the study, the hardware options and 

training parameters used in the experimental study are 

presented. 

 

4.3.1. Hardware 

 

To measure the effect of different DL models applied 

in the study on different hardware, it was aimed at 

performing training and testing processes on two 

different hardware systems. For this reason, detailed 

specifications of the hardware used in the study are 

shown in Table 3.

 
Table 3. Details of hardware and software used 

 

 Hardware Software 

 CPU GPU RAM 
Operating 

System 

Programming 

Language 
Library 

S
y

st
em

 1
 

Intel Core i7 

7500U 2.70GHz  

2 Core 

Intel HD 

Graphics 620 
8 GB 

Windows 10 

Enterprise 

64-bit 

Python 3.8 
TensorFlow 

v2.11.0 

S
y

st
em

 2
 

Intel Core i7 

10750H 2,60 GHz 

16 Core 

NVIDIA 

GeForce GTX 

1650 TI 

64 GB 

Windows 10 

Enterprise 

64-bit 

Python 3.8 
TensorFlow 

v2.11.0 

4.3.2. Training 

 

In this study, the training parameters of the ResNet 

models were determined taking into account the GPU 

memory limit of the system hardware to be used and 

the size of the data stacks to be used during training. 

Therefore, the batch size value is 64. A slow value is 

preferred for the learning rate of the network. 

Therefore, 0.001 was used as the learning parameter. 

Adam optimizer is preferred to optimize the 

parameters of the system. All models were trained 

using 500 epochs. In the study, the data were divided 

into two groups, training, and testing, according to the 

cross-validation value of 5. Data separated according 

to this value was used in the training phase. The 

metrics used to measure training and testing 

performance are presented in detail in section 4.4. 

 

4.4. Evaluation Metrics 

 

In order to analyze the performances of the DL 

architectures used in the study and the 3BResNet 

model, the confusion matrix, which is widely used in 

classification applications in the literature, was used 

[46]. Confusion matrix is a construct designed to 

evaluate the prediction accuracy of classification 

algorithms. With the Confusion matrix, information 

about the errors of the classification models used, the 

types of errors, and the performance of the model, in 

general, can be obtained. 

The confusion matrix has four different 

values. These are True Positive (TP), True Negative 

(TN), False Positive (FP), and False Negative (FN). 

Sample values that the system predicts positively and 

that are actually positive are denoted by TP. Sample 

values that the system predicts negatively and are 
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actually negative are denoted by TN. Sample values 

that the system predicts as positive but are actually 

negative are represented by FP. Sample values that 

the system predicts negatively but are actually 

positive are compared with FN. Expressed. Equation 

2-5 evaluates the overall performance of the system 

using these parameters. 

 

  Accuracy;  
(TN TP )

(TP TN FP FN )



  
      (2) 

( )
  Precision;  

( )

TP

FP TP
   (3) 

( )
  Recall;  

( )

TP

FN TP
   (4) 

  F1 Score;  
Recall* Precision

2x( )
Recall+Precision

      (5) 

 

The criterion used to evaluate the success of 

the classification model is defined as accuracy. This 

metric, presented in Equation 2, is expressed as the 

ratio of the number of correctly classified samples to 

the total number of samples. The criterion used to 

evaluate how many of the positive classes predicted 

by the classification model are actually positive is 

defined as precision. This metric, presented in 

Equation 3, is calculated by dividing the number of 

correct positive predictions by the number of all 

positive predictions in the matrix. The criterion used 

to evaluate how accurately the classification model 

classifies true positive samples is defined as 

sensitivity. This metric, presented in Equation 4, is 

calculated by dividing the number of true positive 

predictions in the matrix by the number of true 

positive samples. The F1 Score presented in Equation 

5, on the other hand, expresses the balance between 

the accuracy and precision of the model. It is 

calculated as the harmonic mean of the accuracy and 

precision criteria. 

 

5. Result and Discussion 

 

The results of the experimental studies and 

discussions are shared in detail in this section. The 

results are then compared with other previous studies 

in the literature using the same dataset. 

 

5.1. Performance Analysis 

 

Despite the difficulties in diagnosing upper 

respiratory tract infections, there is a trend toward DL 

models due to the high performance of machine 

learning methods [47]. For this reason, DL models 

were preferred in the study. All preferred models and 

the 3BResNet model were tested separately on the 

same data set and performance evaluation was made. 

Due to the preferred dataset, there has been a 

classification as positive or negative for Covid19. 

The training and testing procedures for all 

models used in this study were carried out using 

System 2, which is presented in Table 3. In the 

training phase of the study, the accuracy, precision, 

sensitivity, F1 score, training duration, and flops 

obtained separately for all models are presented in 

detail in Table 4.

 
Table 4. Analysis results 

 

Model Flops Accuracy Precision Recall F1 Score Duration 

ResNet18 1.8x109 0.94 0.94 0.96 0.95 610 sec 

ResNet34 3.6x109 0.95 0.98 0.92 0.95 868 sec 

ResNet50 3.8x109 0.95 0.92 0.96 0.94 1361 sec 

ResNet101 7.6x109 0.95 0.96 0.95 0.95 2057 sec 

ResNet152 11.3x109 0.90 0.95 0.87 0.91 2842 sec 

ResNet202 14.8x109 0.92 0.95 0.90 0.93 3732 sec 

Proposed Model(3BResNet) 1.9x109 0.97 0.96 0.98 0.97 675 sec 

Although in the literature thought that 

increasing the number of layers used in CNN-based 

models will increase success, the opposite is found 

in this study. When the training results of the 

system in Table 4 are analyzed, it is seen that the 

accuracy does not change at the same rate and 

direction with the number of layers. In addition, it 

was found that the number of parameters used, and 
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the time required to train the models increased due 

to the increase in the number of layers. It has been 

observed that the accuracy obtained from 

ResNet152 and ResNet202 models, which have a 

greater number of layers, is lower than other 

models. 

In this study, inspired by ResNet models, 

the 3BResNet model achieved a classification 

success much superior to other ResNet models, 

reaching an accuracy value of 0.97, despite 

reducing the number of layers and modifying its 

structure. The residual block structure used in the 

3BResNet model has been found to shorten the 

training time and increase the success rate. 

When the training time and the number of 

parameters of all models were examined, it was 

determined that the proposed model completed the 

training process faster than all other ResNet models 

except ResNet18. In the 3BResNet model, more 

parameters are used than the number of parameters 

used in ResNet18. This is due to the increase of 

convolution operations in the block structure of the 

3BResNet model. As a result of this, the training 

duration of the ResNet18 model was shorter than 

that of the 3BResNet model. 

In addition, the 3BResNet model was 

trained and tested with the lower hardware System 

1 presented in Table 3. Training of the 3BResNet 

model with System 1 was completed in 2342 

seconds. On the other hand, the same model was 

trained with System 2 for 675 seconds. Thus, the 

low-equipped system was compared with the high-

equipped system, and it was determined that the 

3BResNet model could also work in low-equipped 

systems by compromising the training time. When 

the results are examined in general, it is seen that 

the training time of the 3BResNet model is much 

shorter than the training times of the ResNet152 

and ResNet202 models. 

 

5.2. Comparison With State of The Art 

 

In order to present a realistic evaluation of the 

3BResNet model and other ResNet models used in 

the study, a comparison was made with the state of 

the art (SOTA) latest technology studies using the 

same data set in the literature. The comparison 

made is presented in Table 5 in detail. In the 

evaluation, it is detected that especially the 

Inception ResNet model performs lower than many 

studies in the literature. The success rates of the 

ResNet models used in the study and the VGG and 

DenseNet models are seen to be close to each other. 

The 3BResNet model showed a 97% classification 

success. This result shows that the 3BResNet 

model has the potential to compete with other 

models in the existing literature. 

 
Table 5. Comparison with the SOTA in literature 

 

References Pre-trained model Accuracy 

[48] VGG-16 0.94 

[49] 

DenseNet201 0.96 

VGG-16 0.95 

ResNet 152V2 0.94 

Inception ResNet 0.90 

[13] 

DenseNet201 0.97 

VGG-16 0.94 

ResNet50V2 0.96 

MobileNet 0.95 

[50] VGG-19 0.94 

[51] 

VGG-19 with LR 0.94 

VGG-19 with KNN 0.94 

VGG-16 with LR 0.94 

VGG-16 with KNN 0.94 

[52] ResNet50 0.95 

Our Study 

ResNet18 0.94 

ResNet34 0.95 

ResNet50 0.95 

ResNet101 0.95 

ResNet152 0.90 

ResNet202 0.92 

Proposed(3BResNet) 0.97 

 

6. Conclusion 

 

The ResNet models used in the literature are open 

to improvement and new models can be developed 

by adding different layers. However, in DL models, 

semantic gaps can occur when high depth levels are 

reached. There may be different reasons for these 

semantic gaps. Although increasing the number of 

layers in ResNet models is done to increase 

performance, this may produce low performance 
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results depending on the dataset. For this reason, a 

new model called 3BResNet with a new layer and 

block structure is proposed in this study, inspired 

by the ResNet models in the literature. In the 

3BResNet model, instead of increasing the number 

of layers, the residual block structure used in 

ResNet models is modified, and the number of 

layers is reduced to 14 layers. 

The 3BResNet model is also aimed to 

solve the gradient vanishing and explosion 

problem, which is commonly encountered in 

ResNet models in the literature. To objectively 

evaluate the performance, different ResNet models 

were also trained and tested using the same dataset.     

The confusion matrix, which is commonly 

used in the literature, was used in the training and 

testing processes. In addition, two different 

hardware configurations were also created to 

measure the performance of the system at different 

hardware levels. The 3BResNet model can run on 

a high-equipped level as well as on a much lower-

equipped level.  Therefore, the proposed model is 

considered a suitable solution to deal with 

hardware problems commonly encountered in DL 

models. With this study, a method that can be 

widely used at all levels of hardware during 

epidemic periods, such as a pandemic, has been 

developed. 

With the 3BResNet model proposed in the 

study, a more successful result was obtained than 

other ResNet models in the literature, reaching an 

accuracy rate of 0.97 in classifying people infected 

with Covid19. In addition, the training time of the 

model was completed in 675 seconds. This time is 

much less than the ResNet models used in the 

study. Training of the 3BResNet model on 

machines of different hardware levels has also been 

tested. As a result of the test, it has been seen that 

training can be performed on systems with low 

hardware levels. System 1 was used as an example 

of a low-equipped system in the study. The training 

process on System 1 was completed in 2342 

seconds. It has been observed that the proposed 

model can be trained on a low-equipped system, 

with some sacrifice of training time. In light of the 

results obtained, it was determined that the 

3BResNet model performed better than the ResNet 

models used in the study. 

Considering the success of the proposed 

model in image classification, it is anticipated that 

it can be applied not only to medical image 

datasets, but also to various datasets from different 

fields. It has been concluded that the focus of the 

studies planned to be carried out on the basis of 

ResNet models in the future is to develop models 

that can provide higher success with shorter 

training time by developing different block 

structures, rather than increasing the number of 

layers. This approach will provide a different 

perspective to overcome current limitations and 

achieve higher accuracy rates. The model proposed 

in the study is capable of contributing to future 

studies to make the education process faster and 

more efficient. 
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