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Electromyography Based Hand Movement Classification and 

Feature Extraction Using Machine Learning Algorithms 

 

Highlights 

❖ Gold-standard EMG measurement  

❖ Six time-domain features 

❖ Evaluation metrics (Confusion matrix, F1-score, cross-validation) 

Graphical Abstract 

This study utilized electromyography data collected from the extensor digitorum and flexor carpi radialis muscles to 

classify open and closed hand positions using various machine learning algorithms. 

 

 

      

 

 

 

 

Figure. Representation of the study 

Aim 

The aim of the study to enhance the field of EMG-based hand movement classification by thoroughly investigating 

different methods for extracting features and utilizing machine learning algorithms. 

Design & Methodology 

A binary classification was carried out on humans by using EMG signals. Throughout the study two-channel EMG 

signals from four participants were obtained. Then, six different time-domain features were extracted from the raw 

signals. And classification algorithms were compared in terms of F1-score and area under curve (AUC). 

Originality 

A gold-standard EMG sensor is used and the classification performance of different ML algorithms is determined 

with additional features. 

Findings 

Among the tested algorithms, SVM achieved the highest success rate with a maximum accuracy of 73.1%, while 

KNN yielded the lowest success rate at a minimum accuracy of 55.9%. 

Conclusion  

This research highlights the influence of hand positioning on the challenge of predicting movements and emphasizes 

the importance of individual characteristics in determining how well algorithms perform. 
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ABSTRACT 

The categorization of hand gestures holds significant importance in controlling orthotic and prosthetic devices, enabling human-

machine interaction, and facilitating telerehabilitation applications. For many years, methods of motion analysis based on image 

processing techniques have been employed to detect hand motions. However, recent research has focused on utilizing muscle 

contraction for detecting hand movements. Specifically, there has been an increase in studies that classify hand movements using 

surface electromyography (sEMG) data from the muscles of the hand and arm. In our study, we estimated the open (extension of 

the fingers) and closed (flexion of the fingers) positions of the hand by analyzing EMG data obtained from 4 volunteer participants' 

extensor digitorum and flexor carpi radialis muscles. In order to accurately discriminate EMG signals, various statistical measures 

such as variance, standard deviation, root mean square, average energy, minimum and maximum features were utilized. The dataset 

containing these additional features was then subjected to classification algorithms including Support Vector Machines (SVM), K 

Nearest Neighbour (KNN), Decision Tree (DT), and Gaussian Naive Bayes (GNB) for the purpose of classifying hand positions 

into open or closed states. Among the tested algorithms, SVM achieved the highest success rate with a maximum accuracy of 

73.1%, while KNN yielded the lowest success rate at a minimum accuracy of 55.9%. To further enhance prediction accuracy in 

future studies, it is suggested that data from a larger set of muscles be collected. 

Keywords: EMG, hand muscle, binary classification, support vector machines (SVM)

1. INTRODUCTION 

Electromyography (EMG) is a technique used to measure 

the electrical activity of muscles [1]. EMG signals are 

obtained by recording the electrical potentials that occur 

during contraction and relaxation of muscle fibers. These 

signals are a reflection of the electrical activity of 

muscles in the process of producing movement. The main 

purpose of EMG is to study the way muscles work and 

their level of activity, to understand the nature of muscle 

activity and to assess muscle health [2]. 

In recent years, it has been a growing acknowledgement 

of the significance of electromyography as an 

indispensable tool for comprehending and examining 

human movements. EMG data is extensively employed 

in various fields, including studying muscular activity, 

movement control analysis, and evaluating muscle 

dysfunctions [3]. The broad range of applications 

demonstrates its immense value in multiple domains such 

as sports performance analysis, detection of muscle 

fatigue indications, rehabilitation management processes 

and prosthetic joint control strategies which carry 

significant implications. The application of EMG 

technology to sports performance analysis facilitates a 

detailed understanding of the neuromuscular aspects 

associated with athletic movements. 

By monitoring electrical signals generated by muscles 

during physical activities or exercises using surface 

electrodes placed on the skin above specific muscles or 

motor units connections – researchers are able to assess 

patterns that may indicate factors affecting both capacity 

and efficiency within sporting performances [4]. 

Moreover, detecting muscle fatigue through EMG 

enables identifying gradual declines in muscular abilities 

over time due to exhaustive exercise or repetitive 

motions. This information could be crucial not only for 

athletes but also for patients undergoing rehabilitation 

programs from injuries where managing excessive 

exertion can play an essential role [5]. Regarding these 

scenarios, clinical practitioners employ pattern 

recognition algorithms based upon continuous 

measurements derived from real-time recordings carried 

out during varied tasks.  

The utilization of electromyography data from hand 

muscles for movement classification is a topic that has 

garnered significant attention in recent years. Hand 

muscles are pivotal in facilitating various daily activities, 

thus it becomes imperative to accurately and efficiently 

classify different hand movements [6]. EMG data holds 

valuable insights into the functioning of hand muscles, 

enabling differentiation between distinct types of 

movements. The precise categorization of this data 

carries profound implications for an array of applications 

such as optimizing muscle control, enhancing athletic 

performance, improving rehabilitation procedures, and 

augmenting the functionality of prostheses and orthoses. 

By leveraging accurate movement classification derived 

from EMG data analysis, numerous advancements can be 

made with regard to human-machine interaction. *Sorumlu yazar (Corresponding Author)  

e-mail :  kserbest@subu.edu.tr 
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Machine Learning (ML) algorithms successfully handle 

real-world problems that are challenging to model 

directly. Due to the complexity of the domain, EMG 

classification applications are therefore particularly ideal 

for successfully employing ML approaches. In the 

literature, ML algorithms are successfully applied in 

classification of EMG signals. The effectiveness of the 

classification was evaluated using algorithms such as 

Convolutional Neural Networks (CNN) [7], 

Bidirectional Long Short-Term Memory (Bi-LSTM), 

Artificial Neural Network (ANN), SVM, XGBoost, 

Multi-layer Perceptron (MLP) [8], hybrid algorithms. 

Sahu et al. developed a new algorithm based on the 

artificial bee colony (ABC) to classify 17 different 

prosthetic hand movements. This proposed algorithm 

performed an effective EMG feature selection by giving 

an average classification of 94.13% and a maximum 

classification accuracy of 97.06% [9]. In the study 

conducted by Fu et al., objective measurements of the 

data obtained from surface EMG measurements placed 

according to the phenomenon of resting in an office chair 

in a supine sitting position were obtained [7]. These 

measurements were analyzed using linear regression and 

CNN networks. According to the experimental results, 

they provided classification with 0.99 accuracy with 

CNN model. Karnam et al. proposed a hybrid 

architecture called EMGHandNet based on CNN and Bi-

LSTM. Using the proposed architecture, they performed 

hand activity classification of NinaPro DB1, NinaPro 

DB2, NinaPro DB4, BioPatRec DB2 and UCI Gesture 

EMG datasets [8]. Based on the findings of the 

experiment, it was observed that the proposed model 

achieved an average classification accuracy of 94.582%. 

In a study conducted by Fajardo et al., three different 

approaches for EMG movement classification were 

presented: handcrafted features obtained through time-

spectral analysis, CNN, and a combined approach using 

both handcrafted and deep features. The results 

consistently showed that the combined strategy 

performed better than the other two scenarios [10]. 

Additionally, Tepe and Demir [11] carried out a study on 

real-time and non-real-time classification of EMG 

signals obtained from an armband using SVM algorithm. 

The experimental outcomes indicated that for non-real-

time classification, the highest accuracy recorded was 

96.38%, whereas for real-time classification, it reached 

99.05%. 

Our study endeavors to enhance the field of EMG-based 

hand movement classification by thoroughly 

investigating different methods for extracting features 

and utilizing machine learning algorithms. Expanding 

upon prior research findings, we aim to tackle the 

difficulties associated with accurately classifying 

movements amidst diverse EMG signal characteristics 

and noise levels. By evaluating and comparing a range of 

machine learning techniques, including Support Vector 

Machines (SVM), K Nearest Neighbour (KNN), and 

other architectures, we aim to contribute insights into the 

effectiveness of different approaches across diverse 

datasets. Additionally, our research aims to introduce 

feature extraction techniques that improve the reliability 

and flexibility of classification models. This study seeks 

to provide valuable guidance for researchers and 

practitioners involved in classifying hand movements 

based on EMG signals, while also highlighting the 

current opportunities and challenges in this ever-evolving 

interdisciplinary field. 

In this study, a binary classification was carried out on 

humans by using dominant hand produced EMG signals; 

the hand open and hand closed positions were taken into 

account. Throughout the study two-channel EMG signals 

from four participants were obtained. Then, six different 

time-domain features were extracted from the raw 

signals. And classification algorithms namely, SVM, 

KNN, Decision Tree (DT) and Gaussian Naive Bayes 

(GNB) were compared in terms of F1-score and area 

under curve (AUC). 

The rest of the study is organized as follows. Section 2 

provides a detailed explanation of the experimental EMG 

data, feature extraction techniques, and classification 

algorithms utilized in our study. A comprehensive 

description of the experimental setup, evaluation metrics 

employed, and results obtained is presented in Section 3. 

Lastly, Section 4 concludes with a discussion on the 

findings. 

 

2. METHODS AND IMPLEMENTATION 

This section provides information on the setup used for 

EMG measurements, methods employed for feature 

extraction, as well as four distinct machine learning 

algorithms (SVM, KNN, DT and GNB) that were utilized 

for classification purposes. 

2.1. EMG Data 

In order to investigate muscle activity, electromyography 

measurement was conducted on a group of four 

participants who volunteered for the study. The group 

consisted of three male and one female individuals (age: 

33.25±2.36 years). Prior to commencing the study, all 

participants were duly informed about its nature and 

purpose, and their consent was obtained in accordance 

with ethical guidelines. To ensure consistency in data 

collection, it is important to note that none of the 

participants had any pre-existing health conditions or 

disorders that could potentially affect their hand 

movements during EMG measurement sessions. EMG 

measurement was performed on the dominant hand of the 

participants. 

Surface EMG measurements (Figure 1) were performed 

on the extensor digitorum (ED) muscle on the dorsal 

surface of the forearm and the flexor carpi radialis (FCR) 

muscle on the palmar surface of the forearm to determine 

the open (extension of the fingers) and closed (flexion of 

the fingers) positions of the hand [12]. In the 

measurement process, one Delsys DE surface EMG 

sensor (Bagnoli Desktop EMG Systems, Delsys Inc., 

USA) was placed on the ED and FCR [13]. To ensure 
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secure attachment of the sensors to the skin, each sensor 

was affixed using a 2-slot adhesive skin interface. The 

reference electrode was positioned at the posterior aspect 

of the elbow joint on the distal end of the humerus bone. 

Signals were collected with a Delsys Bagnolli amplifier 

(8 channels, total gain of 1000). 

 

 
Figure 1. Electrode placement on the forearm for EMG 

                   measurement 

 

During the EMG assessment, participants were instructed 

to maintain their hands in an open position for a duration 

of 10 seconds, after which they were asked to switch to a 

closed position for another 10 seconds. This specific 

protocol was performed thrice with each participant. A 

resting period of 5 minutes was allocated between each 

measurement session to minimize any potential fatigue 

or influence from prior measurements. To ensure 

unbiased results, participants were not allowed to view 

the measurement screen during data collection. The raw 

EMG signals recorded during extension and flexion of 

the fingers are shown in Figure 2. 

 

Figure 2. A sample of raw EMG data during the experiments 

 

 

 

2.2. Feature Extraction 

Since our device has only two channels, the original 

dataset consists of only two features. Two features may 

be insufficient for representing data. Therefore, in this 

paper, we attempt to extract new features to build a 

reliable classification models and improve the system's 

level of accuracy.  

Time-domain features have a wide application in 

biomedical research because of direct clinical 

interpretation ability [14]. They are simple to extract, do 

not require any type of transformation and high 

computational burden [15]. We computed six time-

domain features that have been successful in the literature 

in discriminating the EMG signals, namely, variance 

(var), standard deviation (std), root mean square (rms), 

average energy (ae), minimum (min) and maximum 

(max) [16-18]. Table 1 presents the equations of time-

domain features. 

 

Table 1. Equations of the features (x_i sample of the signal; N: 

              length of the signal) 

Feature Definition Equation 

VAR The definition of variance is 

the average of the square 

values of the variable's 

deviation. 

1

𝑁 − 1
∑𝑥𝑖

2

𝑁

𝑖=1

 

STD The distribution of the EMG 

signal's value is represented 

by the standard deviation. 

√
1

𝑁 − 1
∑|𝑥𝑖 − 𝜇|2
𝑁

𝑖=1

 

RMS The RMS is the square root 

of the average EMG signal 

power over a specific 

amount of time. 

√
1

𝑁
∑𝑥𝑖

2

𝑁

𝑖=1

 

AE The Average Energy (AE) of 

EMG signal for measuring 

energy distribution. 

1

𝑁
∑𝑥𝑖

2

𝑁

𝑖=1

 

MIN Min is referred to as the 

EMG signal minimum value  

min(𝑥1, … 𝑥𝑖 , … , 𝑥𝑁) 

MAX Max is referred to as the 

EMG signal maximum value  

max(𝑥1, … 𝑥𝑖 , … , 𝑥𝑁) 

 

2.3. Machine Learning Algorithm 

Machine learning is a statistical learning method that 

utilizes data to solve complex problems. It has gained 

popularity in various fields, including information 

extraction and decision making, due to its ability to 

process large datasets. This section focuses on the 

Palmar Side 

Dorsal Side 

Delsys DE electrode 

M. extensor digitorum 

M. flexor carpi radialis 

Fingers extension (Hand open) Fingers flexion (Hand close) 
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application of machine learning algorithms for 

classifying hand gestures based on EMG signals. The 

selection and implementation of these algorithms are 

influenced by the complexity and diversity of EMG 

signals. Therefore, this section provides an explanation 

of how these underlying machine learning algorithms 

function and why they are advantageous in this paper. 

2.3.1. Support Vector Machines (SVM) 

SVM is a powerful machine learning (ML) algorithm 

used for classification problems developed by Vapnik 

and based on statistical learning theory [19]. It is used to 

distinguish between classes in a binary or multi-class 

dataset. SVM works by representing data points in a 

space and trying to find the best hyperplane for 

classification [20, 21]. For example, the n data samples 

are assigned a class label of + 1 and − 1 for given a 

training dataset (x1, …, xn). The hyperplane is 

determined to maximize the distance between the classes 

+ 1 and - 1. When finding this hyperplane, SVM uses key 

data points, called support vectors, located at or near the 

boundary of the data distribution. The graphical 

representation of working principle of SVM is shown in 

Figure 3.  Although originally designed for linear 

problems, SVM can be used where data is not linearly 

separable. For such data, the kernel method is used. The 

kernel method is used to move data into a higher 

dimensional space and make it linearly separable there. 

In particular, the Radial Based Function (RBF) kernel, 

Gaussian kernel and the polynomial kernel are 

commonly used kernel functions in SVM. The SVM 

algorithm is often used to analyze biomedical data such 

as EMG, EEG and ECG [22]. 

 

 

Figure 3. Graphical illustration of working principle of SVM 

                 [23] 

 

 

 

 

 

2.3.2. K Nearest Neighbour (KNN) 

KNN, a widely used and straightforward classification 

algorithm, can effectively classify data points into 

multiple classes [24]. Data points are represented by their 

position in a Euclidean space. Classification is done by 

finding the K nearest neighbour when a new data point 

arrives, and voting according to the number of classes of 

those neighbours. The Euclidean distance is used to 

define the nearest neighbour. The Euclidean distance 

between two data such as X1 = (x11, x12, …, x1n) and X2 = 

(x21, x22, …, x2n) is calculated according to equation 

below. 

𝑑𝑖𝑠𝑡(𝑋1, 𝑋2) = √∑(𝑥1𝑖 − 𝑥2𝑖)
2

𝑛

𝑖=1

 

(1) 

For example, if K=3 and K = 5, the 3 and 5 nearest 

neighbours are evaluated respectively and the majority 

class of these neighbours is determined as the predictive 

class of the new data point as shown in Figure 4. 

 

Figure 4. Representation of KNN algorithm for K=3 and K=5 

 

2.3.3. Decision Tree (DT) 

DT is a classification technique that is frequently used in 

data mining and ML, thanks to its simplicity. This 

algorithm analyzes the data using a set of decision rules 

and generates a tree structure as a result [25]. Each 

internal node branching from the root node represents a 

decision rule that tests the value of a feature, and the leaf 

nodes represent a classification result. Node selection in 

the decision tree takes place step by step, starting from 

the root node of the tree. At each node of the tree, the 

dataset needs to be split by the value of a particular 

attribute. This division aims to divide the dataset into 

homogeneous subgroups and obtain the best 

classification results. Therefore, it is important to choose 

a feature that can split the dataset at a node well. To do 

this, different division criteria such as gini index, 

information gain, classification error and twoing criteria 

are used. The structure of a DT model is given in the 

Figure 5.  
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Figure 5. Structure of a DT model 

 

2.3.4. Gaussian Naive Bayes (GNB) 

GNB is a Naive Bayes derivative for continuous features 

that uses Bayes' theorem and the normal distribution 

(Gaussian distribution). This algorithm is based on the 

distribution of data to solve classification problems and 

performs calculations to distinguish classes from each 

other in feature space. The basic assumption of Gaussian 

Naive Bayes is that the features have a normal 

distribution within the classes. Therefore, it is important 

to calculate the mean and variance of each class for data 

features. The assumption that the features have a normal 

distribution works well in most practice, and so Gaussian 

Naive Bayes is widely used in classification problems. 

The following equation is used to determine P(X|Yi), 

where X (x1, x2, x3,...,xn) and Yi (i=1,2,...,m) represent 

the features of the data sample and classes, respectively. 

𝑃(𝑋|𝑌𝑖) =
1

√2𝜋𝜎
𝑒
−(𝑋−𝜇)2

2𝜎2  
(2) 

 

In Equation 2, 𝜇 is the mean , σ is the standard deviation 

of the ith class. 

3. Experimental Setup and Evaluation Metrics 

All of the experiments were conducted on MATLAB 

R2022b 64bit Intel(R) Core(TM) i5-6500 CPU @ 

3.20GHz   and 8.0 GB of RAM. First, the parameters of 

the algorithms are defined separately. The impact of 

various kernel functions on SVM varies greatly. Due to 

its superior performance, the Gaussian kernel is used in 

this paper. The trade-off between margins and 

classification errors is managed with penalty value (C). 

1, 10, 100, and 1,000 are the C values that are most 

frequently used. With the use of grid search, we chose the 

proper C value. When the C value is 1, the SVM 

improved the classification accuracy. It is important to 

maximize the performance of the KNN by paying 

attention to selection of the K value. By using elbow 

function, we set K as 3. For, decision tree gini index is 

used as division criteria and maximum number of splits 

is selected as 100. 

 

The classification performances of the algorithms are 

compared for each subject based on precision, recall, 

accuracy and F1-score obtained from confusion matrix. 

A confusion matrix given in Figure 6. provides details 

about the number of correctly and incorrectly classified 

samples. In the confusion matrix, true positive (TP) 

shows the number of correctly classified hand closed 

position, false positive (FP) represents the number of 

hand open position classified as hand closed position. 

False negative (FN) is the number of hand closed position 

classified as hand open position, True negative (TN) 

represents the number of correctly classified hand open 

position. In terms of TP, FP, FN, and TN, the formulas of 

performance metrics are given below. 

 

Figure 6. Confusion Matrix 

 

𝐴𝑐𝑢𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁
 

(3) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

(4) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

(5) 

 

𝐹 − 𝑆𝑐𝑜𝑟𝑒 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

(6) 

 

The Receiver Operating Characteristic (ROC) curve is a 

performance metric used to assess classification tasks at 

various threshold levels. While the ROC is a probability 

curve, AUC is the area under the curve. It demonstrates 

how well the model can differentiate across classes. The 

greater the AUC, the more accurately the model predicts 

class 0 as 0 and class 1 as 1 and the better the model 

distinguishes between hand closed position and hand 

open position. The ROC curve is plotted as True Positive 

Rate (TPR) versus False Positive Rate (FPR), with TPR 

on the y-axis and FPR on the x-axis. 

Cross-validation (CV) is used to assess model 

performance on unseen data that was not used during 

training. The basic principle of CV is to exclude some of 

the data, build a model from the rest, and then estimate 

the excluded samples. The data is divided into k fold and 

the excluded samples are considered as the test sample in 

each iteration, for a total of k iterations. At the end, the 

average of the k performances obtained is accepted as the 
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success of the k-fold CV. In this study, we applied 5-fold 

CV as shown in Figure 7. 

 

Figure 7. 5-fold cross validation 

 

4.  RESULTS AND DISCUSSION 

In our study, the classification of EMG signals recorded 

by hand closed position and hand open position the 

human palm was carried out. Records from a total of 4 

subjects were evaluated separately by performing 5-fold 

cross validation over SVM, KNN, DT and GNB 

classifiers. The average F1-score is calculated over all 5- 

fold for each subject and each algorithm. The results are 

given in Table 2. 

 

Table 2. Classification results in terms of average F1-scores for 

              each subject and each algorithm 

 Algorithm 

Subject SVM KNN DT GNB 

S1 62.4 55.9 61.9 60.7 

S2 68.3 63.0 67.7 68.1 

S3 68.3 63.4 67.7 68.1 

S4 73.1 67.5 72.7 71.5 

 

When examining the algorithms as a whole, it becomes 

clear that Subject4 consistently achieved higher F1-

scores across all scenarios. On the other hand, Subjects 

1, 2, and 3 exhibited more variability in performance 

among different algorithms. This disparity implies that 

certain algorithms may be more suitable for specific 

subjects due to variations in muscle activity patterns, 

noise levels, or other individual characteristics. 

The results indicate that classification with SVM always 

achieves better performance than others in terms of mean 

F1-score for each subject in our study. Biomedical 

signals are not always absolutely reproducible and can 

sometimes even be contradictory. SVM deals with this 

by mapping the data points into high-dimensional space. 

So, SVM is useful in the processing and classification of 

biological signals. In addition, all the algorithms show 

better classification results for subject4, the worst 

classification results for subject1. This is because EMG 

data is heavily influenced by individual differences. To 

improve our understanding, confusion matrices are given 

in Figures 8-11 for each subject and each algorithm. 

From confusion matrices above we discover that it is 

easier to predict hand open position than hand closed 

position. Because there is a clear difference in EMG 

amplitude between the ED muscle and the FCR muscle 

when the hand is open. But when the hand is closed, the 

amplitude difference between the two muscles decreases. 

So it may be easier to predict the open position of the 

hand. 

In Figures 12-15 the estimated ROC curves and AUC 

values are given for each subject and for each algorithm. 

The area under the curve varies between 0.58 and 0.66 

for subject1, 0.69 and 0.75 for subject2, 0.67 and 0.75 for 

subject3 and 0.72 and 0.79 for subject4. It has been seen 

that the results obtained with the ROC curve are 

compatible with the F1-scores and confusion matrices. 

According to the results we can say that algorithms show 

better statistical quality for subject4. 

 

 

 

Figure 8. Confusion matrices for subject1 a) SVM b) KNN  

                 c) DT d) GNB 

 

 

Figure 9. Confusion matrices for subject2 a) SVM b) KNN 

                  c) DT d) GNB 
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Figure 9. Contunie 

 

 

 

Figure 10. Confusion matrices for subject3 a) SVM b) KNN 

                   c) DT d) GNB 

 

 

Figure 11. Confusion matrices for subject4 a) SVM b) KNN  

                   c) DT d) GNB 

 

 

 

 

 

 

 

Figure 11. Continue 

 

The results provide valuable insights into the accuracy of 

predicting hand positions based on EMG signals 

recorded from the ED and FCR muscles. The variations 

in EMG amplitude between these two muscles during 

different hand positions contribute to the differences in 

prediction difficulty observed. Notably, our results show 

that predicting a hand open position is generally easier 

due to distinct EMG amplitude variations compared to 

when the hand is closed. This difference leads to 

decreased prediction accuracy for the closed position. 

These findings support previous research indicating that 

muscle activation patterns during different hand positions 

can impact the discriminative ability of EMG signals 

[26]. 

Moreover, the diverse statistical characteristics found 

among various subjects present interesting implications. 

Subject4 consistently demonstrated superior outcomes 

across multiple measures, indicating that the algorithms 

possess stronger predictive abilities for this specific 

subject. This occurrence may be attributed to individual-

specific muscle activation patterns, unique EMG signal 

attributes, or other physiological factors influencing the 

classification procedure. These results highlight the 

significance of customizing machine learning methods 

for each subject individually in order to potentially 

enhance accuracy and dependability of hand movement 

classification systems based on EMG data. 

One limitation of the study is that EMG measurements 

were conducted on a limited sample size of four 

individuals, which restricts the dataset. However, to 

compensate for this limitation, additional features were 

introduced to enhance the comprehensiveness of the 

dataset. Furthermore, since the classification process 

already incorporates personalized techniques, the small 

number of participants does not hinder the success of 

classification.  

In related literature, there have been studies on 

classifying EMG data using deep learning algorithms [7, 

8]. These studies also utilized a small number of 

participants [7], indicating that our study's dataset can be 

effectively employed in deep learning methods as well. 
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Figure 12. ROC graphs for subject1 a) SVM b) KNN c) DT d) GNB 
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Figure 13. ROC graphs for subject2 a) SVM b) KNN c) DT d) GNB 
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Figure 14. ROC graphs for subject3 a) SVM b) KNN c) DT d) GNB 
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Figure 15. ROC graphs for subject4 a) SVM b) KNN c) DT d) GNB 
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5. CONCLUSIONS 

This study mainly focused on the classification of hand 

open and hand closed position based on EMG data. In 

accordance with this purpose, we comparatively 

examined the effect of ML-based classification 

algorithms on EMG classification performance. A data 

set of EMG signals recorded from ED and FCR muscles 

of dominant hand of four healthy subjects. Feature 

engineering were realized and from original datasets 

time-domain features namely var, std, rms, ae, min and 

max were extracted to strengthen the classification 

performances. Experiments were performed under the 

same conditions for each subject. The SVM 

outperformed KNN, DT, and GNB in a variety of 

subjects which was proven through experimental results. 

The main findings of this study show that suggested 

algorithms are common and can be used for several 

biomedical classification tasks when there are datasets 

obtained from various subjects. 

In conclusion, our research highlights the influence of 

hand positioning on the challenge of predicting 

movements and emphasizes the importance of individual 

characteristics in determining how well algorithms 

perform. These results have significant implications for 

personalized applications that rely on EMG technology, 

such as prosthetics and rehabilitation, where accurate 

classification of hand movements is critical. 

Future work will be devoted to exploring datasets with 

more channels and optimizing feature extraction and 

selection in this context. 
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