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HIGHLIGHTS 

• Student – t, Welch’s – t, and Mann – Whitney U tests were examined by various simulation combinations. 

• It is indicated that Welch's t-test is robust for preserving the type I error rate when the distribution is normal. 

• In real-life applications, using Welch t-test as an alternative to these two methods is recommended. 

Abstract 

In this study, we compared the Student's t-test, Welch's t-test, and Mann-Whitney U test, in terms of their type 
I error rate and statistical power when the assumptions of parametric tests are violated in different situations. 
Materials used in this study, consisted of random numbers generated using the Numpy library in the Python 
programming language. All random numbers were generated from a normal distribution with N (0, 1) 
parameters. Balanced and unbalanced experimental conditions were simulated 50 000 times for each 
combination. The study revealed that, in comparison to other tests, Welch’s t - test was particularly more 
conservative in terms of type I error rate. It was discovered that the Student-t test had higher power values 
than the Mann-Whitney U test, mainly when only a small sample size of observations was used for the 
analysis. This simulation study indicated that Welch’s t - test is robust for preserving type I error rate when 
the distribution is normal.  Therefore, in practice, the use of Welch t-test is recommended based on the findings 
of this study. One of the recommendations of this study is that the tests in question should also be evaluated 
in cases where observations have different distributions. 

Keywords: Type I error rate; Test power; Student – t test; Mann – Whitney U test; Welch’s – t test; Simulation 

1. Introduction 

Depending on the situation, parametric or non–parametric statistical approaches are preferred in studies 
where the means or median values of two groups are compared. Parametric tests, as it is well–known, act by 
some parameters in the probability distribution to which the observation values belong. The Student – t-test, 
which compares the means of two independent groups, is also a parametric method that needs the normal 
distribution of observations and the homogeneity of group variances. Nonparametric methods, on the other 
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hand, assume that the observation values are not obtained from a certain probability distribution. Therefore, 
it is represented in the literature as distribution – free. It is widely known that parametric tests are more robust 
than nonparametric tests when assumptions are provided, even with a small sample size. Furthermore, it has 
been reported that when the number of observations in both groups is equal (balanced design), the Student – 
t test is a powerful test even if the homogeneity of the variances, which is considered to be the most important 
assumption of the parametric tests, is violated. Moreover, it is reported that the heterogeneity of variances in 
experiments where the number of observations is not equal (unbalanced design) causes the probability of type 
I error determined at the beginning of the experiment to not be maintained at 5% (Zimmerman and Zumbo 
1993). 

In general, the options that researchers may use when the assumptions are not met can be summarized as 
(i) the Welch – t-test, which is one of the parametric alternative approaches, or (ii) the Mann – Whitney U test, 
which is one of the non–parametric approaches. The parametric alternative to the Student – t test is the Welch 
– t-test, which was developed by correcting the degrees of freedom of the independent two–group t–test in 
experiments where group variances were not homogeneous (Derrick et al. 2016). As a result of previous 
simulation studies, it has been reported that the Welch – t-test is more powerful when the assumption of 
homogeneity of group variances is not met (Oshima et al. 1991; Keselman et al. 1991). Welch–t-test has been 
reported to better preserve the type I error probability in unbalanced designs with unequal sample sizes 
(Zimmerman 2004). Keselman et al. (2004) have claimed that Welch – t-test is not affected by the heterogeneity 
of variances but is influenced by non–normality of the observations. In addition, Winter (2013) supported 
through a simulation study that applying the Welch–t-test on experiments with very small sample sizes is 
problematic. 

In this simulation study, Student – t, Welch – t, and Mann – Whitney U tests which compare the mean or 
median values of two groups, were examined in terms of type I error rate and test power by designing various 
simulation combinations. 

2. Materials and Methods 

In the present study, random numbers generated from normal distribution by using the “random” function 
in the Numpy library of the Python programming language were used. Student – t, Welch – t, and Mann – 
Whitney U tests were compared in terms of both type I error rate and test power values by constituting various 
situations. Detailed information on the simulation design for type I error rate and test power is presented in 
Table 1. The simulation scenario used to calculate Type I error rates is as follows: 

1. Define a variable as count = 0. 
2. Generate two samples of data from normal (0,1) distribution using the “random” function to consider 

the null hypothesis. 
3. Perform all tests at the predetermined significance level (α = 5%). 
4. Compute and store all p – values in a list variable. 
5. If p – value ≤ 0.05, increase count variable by one. 
6. Perform these procedures 50 000 times. 
7. Calculate the type I error rates as follow: 

 
(Number of Rejected H0 Hypothesis) 

(Number of Total Simulations)
 

The simulation scenario for calculating power values is as follows: 

1. Define a variable as count = 0. 
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2. Generate two samples of data from normal (0,1) distribution using the “random” function to consider 
the null hypothesis. 

3. Add constant value to the mean of the first group to create the desired standard deviation differences 
(Repeat this step for all standard deviation differences such as 0.75, 1, and 1.5). 

4. Perform all tests at the predetermined significance level (α = 5%). 
5. Compute and store all p – values in a list variable. 
6. If p – value ≤ 0.05, increase count variable by one. 
7. Perform these procedures 50 000 times. 
8. Calculate the type I error rates as follow: 
 

 
(Number of Rejected H0 Hypothesis) 

(Number of Total Simulations)
 

Table 1. Simulation design. 

Type I Error Rate Test Power 
n 𝝈𝝈𝟐𝟐:𝝈𝝈𝟐𝟐 n 𝝈𝝈𝟐𝟐:𝝈𝝈𝟐𝟐 Δ 

8,8 
15,15 
25,25 
35,35 
45,45 
65,65 

1:1 
1:3 
1:5 

1:10 

8,8 
10,10 
15,15 
25,25 
30,30 
45,45 

1:1 
0.75 

1 
1.5 8,15 

15,20 
20,27 
35,45 
50,60 

1:3 
3:1 
1:7 
7:1 

Student – t-test 

In general, population variance is unknown and therefore the variance estimated from the sample should 
be used. The t-test that is developed by William S. Gosset as the “Student” nickname, is suitable where the 
population variance is unknown. The difference between the two sample variances should be equal to the 
variances calculated from samples drawn from the same population, indicating that the variances are 
homogeneous. When considering whether the difference between the means of the samples is part of the 
distribution, there are two estimates of the population variance, as each sample variance is an estimate of the 
population variance for the calculated t-value. Therefore, the weighted average of these variance estimates, 
based on their degrees of freedom, will provide a more reliable estimate of the population variance. Student – 
t test value calculated by Equation (1) and Equation (2). 

t =  
A� − B�

SD
 (1) 

SD =  �
∑dA2 + ∑ dB2

(nA − 1) + (nB − 1) ∗
(nA + nB)

nA ∗ nB
 (2) 

It shows the theoretical t distribution with (nA – 1) + (nB – 1) degrees of freedom.  

Welch – t-test 
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It has been reported that deterioration of variance homogeneity causes changes in the performance of the 
Student – t test, both in terms of type I error rate and test power (Delacre et al. 2017). For this reason, Welch 
1947) developed an approach based on the separated variances and correction of degrees of freedom. When 
the assumptions of the Student's t-test are not met, the Welch t-test can be used as a parametric alternative. 
The t statistic in question may be calculated by Equation (2.3). Some statistical software calculates the Welch 
t-test value using a formula that differs from the generally accepted one. For instance, IBM SPSS software 
calculates degrees of freedom with Equation (2.4), while Minitab software calculates degrees of freedom 
according to Equation (2.5). 

t = X�1−X�2

�S1
2

n1
 + 

S2
2

n2

 

 

(3) 

S.D. = 
�S1

2

n1
 + S2

2

n2
�
2

�
S1
2

n1
�
2

n1−1
 + 

�
S2
2

n2
�
2

n2−1

 

 

(4) 

S.D. = (𝑉𝑉𝑉𝑉𝑉𝑉1+ 𝑉𝑉𝑉𝑉𝑉𝑉2)2

�𝑉𝑉𝑉𝑉𝑉𝑉1
2

𝑛𝑛1−1
 + 𝑉𝑉𝑉𝑉𝑉𝑉1

2

𝑛𝑛2−1
�
 (5) 

Mann – Whitney U test 

In the comparison of two independent groups, in cases where the assumptions of the t-test, which is a 
parametric test, are not met, that is, the distribution is not normal or the distribution type of the feature in 
question is not known, the non-parametric Mann Whitney U test is used (Mendes 2012). The working principle 
of the Mann-Whitney U test is to test whether the two groups represent samples from the same population, 
according to the group medians.  

Observations belonging to two groups, A and B, are brought combined into a single group (nA+ nB = N). 
After the observations are ranked with ordinal scores from 1 to N, U-test statistics are calculated through 
Equation (2.6) and Equation (2.7). 

nA > nB : U = TA – nA(nA+1)
2

 (6) 

nA < nB : U = TB – nB(nB+1)
2

 (7) 

Since the U test statistic shows a uniform distribution, it provides the determination of the critical value 
necessary for testing the H0 hypothesis. If the said U test statistic value is greater than the critical value, the H0 
hypothesis is rejected, meaning that these two groups do not represent the same population (McKnight and 
Najab 2009; Zar 1984). 

To evaluate whether all tests are conservative to various simulation combinations, Bradley’s criterion of 
robustness was considered. The results of Bradley's (1978) study indicate that when testing at the significance 
level of 5.00%, a robust test's actual Type I error rate should be between 4.50% and 5.50%. Furthermore, 
Murphy and Myors (2014) reported that a power level that reaches or exceeds 80% is typically considered to 
be adequate. Therefore, we will consider 80% is a standard for sufficiency in test power. 
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3. Results 

Type I error rates in simulation scenarios where the number of observations in both groups is balanced (n1 
= n2) 8, 15, 25, 35, 45, 65, and variance ratios are 1:1, 1:3, 1:5, 1:10, it is given in Table 2 as a percentage. When 
the variance ratios are equal in a 1:1 ratio, the type I error rate has consistently remained at 5% across all three 
tests in the simulation design with equal observations. It has been remarked due to the increase in the number 
of observations. 

In the case of a 1:3 ratio where the variance ratio deviates from homogeneity, the type I error rates seemed 
robust according to Bradley’s criterion of robustness. The Welch's t-test only satisfied Bradley's criterion for 
robustness in all sample sizes when the variance ratios were 1:1.5. When the variance ratio was 1:10, the type 
I error rates calculated after conducting the Student t-test and Mann-Whitney U test for all sample sizes 
exceeded the Bradley's criterion. However, the type I error rates seemed conservative after conducting Welch's 
t-test. 

Table 2. The type I error rates at various variance ratios occur when the number of observations is equal. 

n 𝝈𝝈𝟐𝟐:𝝈𝝈𝟐𝟐 St Wt MWU 

(8,8) 

1:1 
1:3 
1:5 

1:10 

5.0 
5.4 
5.8 
6.0 

4.9 
5.0 
5.2 
5.1 

5.0 
5.4 
6.1 
6.8 

(15,15) 

4.9 
5.2 
5.7 
6.1 

4.9 
4.7 
5.0 
5.1 

4.5 
5.3 
5.9 
6.6 

(25,25) 

5.0 
5.4 
5.6 
6.1 

5.0 
5.0 
4.9 
5.1 

4.7 
5.4 
5.8 
6.8 

(35,35) 

5.0 
5.5 
5.6 
6.2 

5.0 
5.1 
4.9 
5.2 

5.0 
5.5 
5.9 
6.8 

(45,45) 

4.9 
5.3 
5.7 
6.2 

4.9 
4.9 
5.0 
5.2 

4.9 
5.3 
5.8 
6.6 

(65,65) 

5.0 
5.5 
5.5 
6.2 

5.0 
5.1 
4.9 
5.2 

4.9 
5.5 
5.7 
6.6 

St: Student – t-test, Wt: Welch – t-test, MWU: Mann – Whitney U test, n: Number of observations 

The type I error rates in simulation designs where the number of observations per group is unbalanced (n1 
≠ n2) and variance ratios are 1:3, 1:7, 3:1, and 7:1, it is given in Table 3 as a percentage. Across all the 
combinations of variance ratios and sample sizes we tested, Welch's t-test yielded results that satisfied the 
Bradley’s criterion of robustness. Similar to Bindak's (2014) study, cases such as positive and negative 
associations were also tried. Based on the results of the large variances and large sample sizes simulations 
(positive association), Student – t test did not satisfy Bradley’s criterion. Yet, Mann – Whitney U test seemed 
robust with increasing number of observations.  In the case of the large variance in small sample sizes (negative 
association), the Student – t and Mann – Whitney U tests exceeded the Bradley’s criterion and seemed non-
robust. Welch's t-test produced conservative results for all sample size and associations of variances. 
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Table 3. The type I error rates at various variance ratios occur when the number of observations is not equal. 

n 𝛔𝛔𝟐𝟐:𝛔𝛔𝟐𝟐 St Wt MWU 

(8,15) 

1:3 
1:7 
3:1 
7:1 

2.5 
1.7 
9.5 
13.3 

4.8 
5.0 
5.2 
5.3 

3.2 
3.3 
7.3 
9.4 

(15,20) 

3.7 
3.3 
6.9 
8.5 

4.9 
5.1 
5.0 
5.2 

4.1 
4.7 
6.1 
7.7 

(20,27) 

3.7 
3.1 
7.2 
8.5 

5.1 
5.0 
5.1 
4.9 

4.6 
4.8 
6.6 
7.9 

(35,45) 

3.8 
3.3 
6.5 
7.7 

5.1 
5.0 
4.9 
5.0 

4.8 
5.2 
6.3 
7.7 

(50,60) 

4.0 
3.7 
6.2 
6.8 

5.0 
5.0 
5.0 
5.0 

5.1 
5.7 
6.1 
7.6 

St: Student – t-test, Wt: Welch – t-test, MWU: Mann – Whitney U test, n: Number of observations 

Table 4 presents the rejection rates of the null hypothesis (i.e., the results related to the test power) as a 
percentage when there are certain differences between group means. Assuming homogeneous variances and 
a standard deviation difference of 0.75, the power values for all tests remained below 80% until the sample 
sizes of the groups reached 25. The test power exceeded the desired power of 80% except for the Mann – 
Whitney U test when the sample sizes are 30. Furthermore, the power values for all three tests exceed 90%, 
when the difference between population means in standard deviation 1 and sample size is 25. The test power 
values exceeded 90% in small sample sizes due to the increase in standard deviation difference. It is more 
pronounced when the standard deviation difference is 1.5. For instance, while the sample size is 10 in both 
groups, the test powers calculated after all three tests is exceeded the desired level of 80%. When the sample 
size is 45, the power values calculated could reach 100%. 

 

Table 4. The test powers when the number of the observations in the groups is equal and variances are homogenous. 

Δ 0.75 1 1.5 
n St Wt MWU St Wt MWU St Wt MWU 

(8,8) 28.59 27.89 27.2 46.19 45.29 43.95 79.87 79.14 77.22 
(10,10) 35.51 34.93 31.53 55.92 55.41 50.94 88.41 88.10 84.96 
(15,15) 50.6 50.3 46.98 75.51 75.32 71.63 97.71 97.69 96.71 
(25,25) 73.7 73.64 70.63 93.38 93.36 91.74 99.93 99.93 99.88 
(30,30) 81.44 81.41 79.04 96.91 96.90 95.94 99.99 99.99 99.99 
(45,45) 94.11 94.11 92.93 99.72 99.72 99.58 100 100 100 

St: Student – t-test, Wt: Welch – t-test, MWU: Mann – Whitney U test, n: Number of observations, Δ: Standard deviation 
differences 
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4. Discussion 

In balanced simulation designs where the number of observations in the groups is equal and the variances 
are homogeneous, all methods met Bradley’s criterion. However, when the assumed population variances of 
the groups deviated from the homogeneity, the Student t-test and Mann-Whitney U test increased the type I 
error rate and still seemed conservative. The Welch's t-test successfully maintained the type I error rate of 5% 
for all sample sizes and seemed conservative. In terms of these findings, our study's results are consistent with 
the studies of Derrick et al. (2016), Kasuya (2001), and Ruxton (2006). 

In the unbalanced simulation designs where the number of observations in both groups was not equal, 
positive, and negative associations of variances were tested. For all combinations, Welch's t-test yielded results 
very close to the type I error rate determined at the beginning of the experiment 5% and may be definable as 
conservative. These findings are consistent with the studies of Ahad and Yahaya (2014), Bindak (2014), and 
Ruxton (2006). 

When considering the power values, the Student t-test and Welch's t-test performed better than the Mann-
Whitney U test, especially for small sample sizes. The reason for the Mann-Whitney U test having such a trend 
could be the assumption that the populations from which we took our groups were normally distributed. This 
result is similar to the study conducted by Bindak (2014). While the variances were homogeneous for the 
Student's t-test, a desired power value of 80% could be achieved with sample sizes of 30, 25, and 15 for all 
differences in standard deviations, respectively. Aslan et al. (2021) reported that to achieve a test power of 80-
90% for the t-test with effect sizes of 0.75, 1, and 1.5, sample sizes of 33, 23, and 13 were required, respectively. 
In addition, Koskan et al. (2022) demonstrated that as the standard deviation differences between two 
treatments increase, the minimum sample sizes required to achieve a test power of 85-95% were decreased. 
These results are consistent with our findings.   

In this study, the Student t-test, Welch's t-test, and Mann-Whitney U test were evaluated in terms of both 
Type I error rate and test power in two groups assumed to be normally distributed. Especially, it was 
noteworthy that Welch's t-test was more conservative in terms of type I error than the other tests. In terms of 
power values, it is seen that the Student t-test is more powerful than the Mann-Whitney U test, especially for 
small sample sizes. Therefore, the distributions of the populations from which the groups were assumed to be 
taken should be investigated by creating distributions with more skewed distributions. 

5. Conclusions 

In the present study, consistent with the literature, it was observed that the power values of all tests 
increased as expected when the number of observations in the groups and the differences in standard 
deviation between the group averages increased. All statistical tests produced similar results in terms of test 
power. Again, if the distribution is normal and the variances are homogeneous, it is seen in parallel with the 
literature that all tests preserve the type I error at the level of 5%. When the homogeneity of variances starts to 
be violated, it is observed that the type I error values of the Mann-Whitney U test are higher than 5%. In 
addition, Welch's t-test is better than other tests (Student – t, and Mann – Whitney U) in unbalanced designs 
for preserving the type I error rate at the level of 5%. The Student – t test is more powerful than Mann – 
Whitney U test, especially when studied with a small sample size. In conclusion, it should be investigated how 
this situation changes by constructing the distributions of the assumed populations from which the groups 
are taken to have more skewed distributions. 

In real life, according to the literature, the most commonly used and reliable statistical method for 
comparing two groups is the Student t-test when the assumptions were met. Although the effectiveness of the 
t-test decreases relatively when the assumptions were not met, the Mann-Whitney U test is commonly used 
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in such cases. The Welch t-test, which is independent of the assumptions, has been shown to be an alternative 
to the other two methods in terms of both type I error rate and test power. It is observed to produce better 
results in some extreme cases. Therefore, in real-life applications, using Welch t-test as an alternative to these 
two methods is recommended. 
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