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ABSTRACT

This research aims to evaluate the performance of dimensionality determination methods under various simulation
conditions. Therefore, dimensionality determination methods were compared, including optimal parallel analysis, MAP,
HULL, EGA (TMFG) estimation, EGA (glasso) estimation, and comparison data forest method. The type of distribution,
sample size, number of items per factor, number of categories, and measurement model were specified as simulation
conditions in the study. For each condition, 100 replications were conducted. A fully crossed simulation design was employed
in the study. The results of this study, which examined the performance of factor determination methods under skewed
distributions, indicated that the HULL method had the highest average considering the average accuracy values of all
conditions. Meanwhile, the HULL method had the lowest Relative bias average. However, no method demonstrated adequate
performance under all conditions. This study examined one-factor and two-factor structures with interfactor correlations of
0.00 and 0.30. Considering structures with more than two factors in education and psychology, future research could focus
on working with data exhibiting skewed distributions involving more factors and items to compare the performance of

methods.
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CARPIK DAGILIMLARDA FAKTOR SAYISI BELIRLEME YONTEMLERININ
PERFORMANSLARININ iNCELENMESI

OZET

Bu aragtirmanin amaci faktér sayist belirleme yOntemlerinin ¢esitli simiilasyon kosullar1 altinda performanslarini
degerlendirmektir. Bu ama¢ dogrultusunda boyutluluk belirleme yontemlerinden optimal paralel analiz, MAP, HULL, EGA
(TMFG) kestirimi, EGA (Glasso) kestirimi ve comparison data forest yontemi karsilagtirilmistir. Calismada simiilasyon kosullari
olarak dagilimim tiirii, 6rneklem biiyilikliigii, faktor bagina diisen madde sayisi, kategori sayisi ve 6lgme modeli belirlenmistir.
Calismada her bir kosul icin 100 replikasyon yapilmistir. Calismada tamamen g¢aprazlanmig simiilasyon deseni kullanilmustir.
Carpik dagilimlarda faktdr sayisi belirleme yontemlerinin performanslarinin incelendigi bu ¢alisma sonucunda tiim kosullarin
dogruluk degerlerinin ortalamasi dikkate alindiginda en yiiksek ortalamaya HULL ydnteminin sahip oldugu goriilmiistiir. Ayni
zamanda en diigiik goreli yanlilik ortalamas1 da HULL yontemindedir. Ancak tiim kosullarda yeterli performansi gosteren bir
yontemin olmadigi sdylenebilir. Diger bir deyisle her kosulda dogru sonucu verecek bir yontem bulunmamaktadir. Bu ¢alismada
tek faktorlii, faktorler arasi korelasyonu 0.00 ve 0.30 olan iki faktorli yapilar incelenmistir. Egitimde ve psikolojide ikiden fazla
faktor sayisina sahip yapilar goz oniinde bulunduruldugunda gelecekteki arastirmalarda ¢arpik dagilim gosteren verilerde daha

fazla faktor ve madde sayisiyla ¢aligilarak yontemlerin performanslari karsilastirilabilir.

Anahtar Kelimeler: Faktor sayisi belirleme; MAP; HULL; karsilagtirmali faktor forest; EGA

1. INTRODUCTION

Latent traits attributed to individuals in education and psychology are considered constructs. Since
these constructs cannot be directly observed, individuals’ performance regarding the measured trait can be
determined based on their responses to a measurement tool designed to assess the construct of interest.
However, the validity of these performances should also be examined. Researchers often use Exploratory
Factor Analysis (EFA) to examine the construct validity of measures (Cosemans et al., 2022; Finch, 2020;
Haslbeck & Bork, 2022; Henson & Roberts, 2006; Svetina, 2011).

Deciding on the number of factors is one of the most essential steps in EFA (Cosemans et al., 2022;
Finch, 2020; Reio & Shuck, 2015; Svetina, 2011; Zhang, 2007). In EFA, both overfactoring and
underfactoring are problematic. When underfactoring occurs, variables are compressed into a smaller factor
space, leading to loss of information, neglect of essential factors, and increased error loads (Cosemans et
al., 2022). Overfactoring, on the other hand, can lead to the division of factors that are together or result in
unimportant factors (Cosemans et al., 2022; Finch, 2020; Lee et al., 2023). Therefore, the criteria used in
determining the number of dimensions become crucial.

In many studies that employ EFA, standard options in statistical software are more commonly
preferred when determining the number of dimensions (e.g., Finch, 2020; Henson & Roberts, 2006;
Montoya & Edwards, 2021; Schmitt & Sass, 2011). Goretzko et al. (2019) reported in their literature review
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that 55% of the studies they reviewed employed the Kaiser criterion (K1 rule), and 46% of them employed
Cattell’s Scree test (Cattell, 1966). However, using these methods alone to determine the number of
dimensions has been criticized. For instance, in Cattell’s Scree test method, eigenvalues are arranged from
highest to lowest and connected by a line. However, this method is also criticized for being subjective
(Ledasma & Mora, 2007). Considering the literature in Turkey, one could state that only Cattell’s Scree
test and the Kaiser criterion are still used to decide on the number of dimensions in scale development
studies (Koyuncu & Kilig, 2019). Making decisions solely based on methods like the scree plot, where
researchers’ subjective judgments play a role in determining the number of dimensions, may not yield
accurate results (Ledasma & Mora, 2007).

Deciding on the dimensionality of a measurement instrument based on more than one method can
also be problematic (Ledesma et al., 2015; Lee, 2023). Each method has strengths and weaknesses.
Therefore, it becomes crucial to examine which method yields better results under what conditions of the
data. In this case, the question of which methods to examine may arise. The Parallel Analysis (PA) method
Horn (1965) suggested is widespread considering the factor retention methods. However, in addition to this
method, there are also other methods such as Minimum Average Partial Correlation (MAP), HULL
(Lorenzo-Seva et al., 2011), or, more recently, the Exploratory Graph Analysis (EGA) method, which has
been used more frequently. With the widespread application of machine learning methods in various fields,
some researchers have suggested using machine learning techniques as dimensionality determination
methods (Goretzko & Ruscio, 2023).

When reviewing the literature on dimensionality determination methods, one may come across
many studies working with categorical data (Goretzko & Biihner, 2020; Li et al., 2020; Svetina, 2011; Yang
& Xia, 2015). Accordingly, the focus appears to be on studying the performance of dimensionality
determination methods, specifically in dichotomous data. Some studies also compare various methods
under different conditions in continuous data (Auerswald & Moshagen, 2019; Green et al., 2016). In this
study, unlike other studies, we worked both on skewed data alone and manipulated the data to have 3 and
5 categories. Furthermore, the methods under investigation in terms of their performance may also differ
from the literature. The dimensionality determination performance of EGA, which has been frequently used
in recent years, is compared with the machine learning-based Comparison Data Forest method (Goretzko
& Ruscio, 2023). The study investigated whether the machine learning method could solve skewed
distributions. Therefore, this study may contribute to the literature in four aspects: i) examining which
method performs better in skewed distributions, ii) examining the performance of machine learning
methods in dimensionality determination, iii) examining whether machine learning methods can offer a
solution for skewed distributions, and iv) examining the performance of the commonly preferred EGA in

skewed and categorical datasets.
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In this study, factor retention methods including Optimal Parallel Analysis (PA; Timmerman &
Lorenzo-Seva, 2011), MAP (normal and revised), HULL, EGA with TMFG estimation [EGA(TMFG)],
EGA with Glasso estimation [EGA(Glasso)], and the Comparison Data Forest method proposed by
Goretzko and Ruscio (2023) were compared. The primary reason for preferring Optimal PA is that it
accurately determines the number of dimensions even under challenging conditions (Golino et al., 2020;
Najera et al. 2021; Timmerman & Lorenzo-Seva, 2011). Conversely, EGA employs a network estimation
method with a community detection algorithm that shows the number of dimensions and the distribution of
items across relevant dimensions (Golino & Epskamp, 2017). Considering the literature, EGA is highly
accurate in determining the number of dimensions (Lee, 2023). Furthermore, EGA is more resistant to
differences in sample size, number of items, and correlations between dimensions (Golino & Epskamp,
2017).

Additionally, EGA is unaffected by researchers’ a priori guidance (Lee, 2023), which is why it was
preeffered in this study. The MAP method, which utilizes the partial correlation matrix and is based on
principal component analysis, has been found to provide better results in determining the number of
dimensions compared to other methods in a simulation study conducted by Kili¢ and Uysal (2019).
Therefore, the MAP method was also included in the study. On the other hand, the study included the HULL
method because it suggests the number of dimensions based on fit indices. Finally, the study included the
Comparison Factor Forest method (Goretzko & Ruscio, 2023), which utilizes machine learning methods of
Random Forest and XGBoost algorithms and is based on the Comparison Data method (Ruscio & Roche,
2012). In this context, this research examines the performance of dimensionality determination methods
under various simulation conditions. Within the research framework, the study compared the main effects
of each condition and the interaction effects of conditions. Accordingly, answers were sought to the
following questions:

(1) What are the accuracy values of dimensionality determination methods according to simulation
conditions?
(2) What are the relative bias values of dimensionality determination methods according to simulation

conditions?

2. METHOD
This study compares methods for determining dimensionality in a Monte Carlo simulation. In
simulation studies, datasets generated based on desired characteristics (e.g., distribution, factor loadings, or

number of items) are analyzed with the methods of interest, and the results are compared.
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2.1. Simulation Conditions
Simulation factors such as distribution, sample size, number of items per factor, number of
categories, and measurement model were determined in the study. In this study, 100 replications were
conducted for each condition. Given that PA generates 500 datasets for each dataset, we preferred to
conduct 100 replications considering the prolonged analysis time.
Distribution

of data

« Left
Skewed
* Right
Skewed

Categories

*3
Categories

*5
Categories

Figure 1. Simulation Conditions

We studied 2x2x2x2x3x2 = 96 simulation conditions (see Figure 1). Considering the distribution
of the data, one of the simulation conditions, the datasets were skewed by a skewness coefficient of £2.5.
For this purpose, the dataset demonstrating a continuous normal distribution was generated, and then it was
skewed using the cutoff points presented in Appendix 1. Generally, the skewness coefficient in real datasets
falls within the range of +2.00 (Garrido et al., 2011; Muthén & Kaplan, 1985). Therefore, a skewness
coefficient of £2.50 was chosen to examine extreme conditions.

Sample sizes of 200 and 1000 were determined as conditions. In simulation studies, sample sizes
of 200 (small), 500 (medium), and 1000 (large) are commonly preferred (Beauducel & Herzberg, 2006; Li,
2016; West et al., 1995). In addition, Gorsuch (1974) proposed a minimum sample size of 200. Therefore,
a sample size of 200 was included in this study. In addition, a sample size of 1000 was included as a

simulation condition to examine the effect of increasing sample size on factor retention methods.
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In their review study, Goretzko et al. (2021) reported that the number of items per factor in most
studies (37.2%) was above 7. Therefore, this study determined the number of items per factor as 10 and 15.
Since the study focuses on two-dimensional structures, when the number of items per factor is 15, the scale
consists of 30 items. Therefore, thinking that longer scales would be less common, the number of items per
factor was limited to 15.

In the condition related to the number of categories, there are 3 and 5 categories. As such, 5-point
Likert-type items were included in the simulation condition, considering their common utilization (Lozano
et al., 2008). Considering Likert-type scales, the number of categories would not be less than 3 in general.
Dichotomous Likert-type scales may exist, but they are less common in practice. Therefore, the data was
categorized into a minimum of 3 categories.

Under the model conditions analyzed, unidimensional conditions plus conditions for two factors
with an inter-factor correlation of 0.00 and two factors with an inter-factor correlation of 0.30 were
examined. The reason for examining unidimensional structures is to prevent artificial success, as methods
would always have a 100% success rate when they suggest a unidimensional structure. In two-dimensional
structures, the inter-factor correlation can influence the performance of methods. Therefore, data were
generated with interfactor correlations of 0.00 and 0.30. One of the reasons for selecting an inter-factor
correlation of 0.30 is that this value is more commonly found in practical studies (Li, 2016) and is also
preferred in simulation studies (Cho et al., 2009; Curran et al., 1996; Flora & Curran, 2004; Foldnes &
Grenneberg, 2017).

The average factor loading was manipulated as 0.40 and 0.70. Since the lowest recommended factor
loading is generally 0.30 (Costello & Osborne, 2005) or 0.40 (Tabachnick & Fidell, 2019), an average
factor loading condition of 0.40 was included. On the other hand, the condition of 0.70 was added as a
simulation condition to examine structures with high factor loadings.

2.2. Evaluation Criteria

The accuracy was used as evaluation criteria. As evidenced in the literature, this statistic is used to
compare the performance of methods (Goretzko & Biihner, 2022; Kilic & Uysal, 2019). Accuracy is
calculated as

Correct Estimates

Accuracy = " .100 1
rep

Where correct estimates means cases where the number of factors was correctly identified by the

respective method. The other evaluation criteria is relative bias (RB). RB is calculated as

RB = Z_ ZTRUE

ZTR UE
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Where gy IS true for the number of factors in simulation conditions (1 or 2). { means the average
of the number of factors estimates. |RB|> 0.10 indicates substantial bias (Flora & Curran, 2004; Forero et
al., 2009). So we used the cut-off criteria as 0.10 for RB.

2.3. Data Analysis

We used the lavaan package (Rosseel, 2012) in the R software (R Core Team, 2022) to generate
data. In addition, we used the EFA.MRFA package (Navarro-Gonzalez & Lorenzo-Seva, 2021) for Optimal
PA and HULL methods, EFA.dimensions package (O’Connor, 2022) for MAP analysis, EGAnet package
(Golino & Christensen, 2020) for EGA. For the Comparison Factor Forest method, we used the codes
shared by Goretzko and Biihner (2022).

3. FINDINGS
This section presents the findings in the order of research problems.
3.1. Examination of Accuracy Values
Figure 2 shows the accuracy values obtained from the methods. Additionally, accuracy values are
presented in Appendix 2 for researchers who wish to conduct a detailed examination. In addition, one-way
ANOVA was conducted to identify the variables influencing accuracy values. The ANOVA results
indicated that distribution of data [F(, ¢ssy= 0.03, p = 0.86], model [F(2,6s3)= 0.93, p = 0.39], and items per
factor [F,658=0.72, p = 0.40] conditions differed in terms of accuracy values. Furthermore, the average
factor loading [F1, 658y = 96.80, p < 0.01, n?= 0.13], number of categories in variables [F(, ¢58=5.38, p <
0.05,n?=0.008], sample size [F1,658=73.39, p<0.01,1?=0.10], and method [F1 658=13.62, p<0.01,1*=0.11]
differed in terms of accuracy averages. The simulation condition that has the greatest effect on accuracy
scores is average factor loadings. This is followed by factor retention method and sample size. Eta square
values show that average factor loading has a significant effect on accuracy values, while sample size and

method have a moderate effect.
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Considering the factor determination methods in Figure 2, none of the methods exhibited adequate
performance in all conditions. The average accuracy of the methods for all conditions was 54.32% for
Factor Forest, 69.28% for MAP, 66.25% for MAP(R), 85.73% for HULL, 55.47% for EGA (TMFG), and
64.96% for EGA (Glasso). In all unidimensional conditions with an average factor loading of 0.40, except
for the factor forest, other methods had sufficient accuracy (>90%). As the number of factors increased, the
performance of methods also changed. Under the conditions of low average factor loading (0.40), two
factors, and 10 items per factor, regardless of sample size, HULL, MAP, Revised MAP, and optimal PA
did not demonstrate adequate performance. Under these conditions, Factor Forest had 100% accuracy when
the sample size was 1000. Under the same conditions, but with a smaller sample size (n = 200), the Factor
Forest method did not demonstrate adequate performance. Under the conditions of low average factor
loading (0.40) two factors, and 10 items per factor, EGA methods had sufficient accuracy values in datasets
consisting of 5-category variables and a sample size of 1000.

The study found that EGA (TMFG), MAP, Revised MAP, and Optimal PA methods demonstrated
adequate performance in two-dimensional structures with 10 items and AFL of 0.70, regardless of the
number of categories and sample size. EGA (Glasso) and Factor Forest demonstrated adequate performance
in conditions other than those where the sample size was 200 and the number of categories was 3. However,
under these conditions, the performance of the HULL method was lower than other methods. Only under
one of these specified conditions (3 categories and a sample size of 1000), it had an accuracy rate of over
90%.

In unidimensional structures where the number of items per factor was 15 and AFL was 0.40, the
performances of EGA methods and Factor Forest were quite low. Under these conditions, the accuracy
value for Factor Forest was 0. However, the EGA methods had an accuracy value of around 25%. The
HULL method, on the other hand, demonstrated adequate performance in 5-category data when the sample
size was 1000. MAP and revised MAP methods exhibited adequate performance in both sample sizes when
there were 5 categories. They also demonstrated adequate performance when there were 3 categories and
the sample size was 1000.

Under all conditions with two-dimensional structures where the number of items per factor was 15
and AFL was 0.40 (y = 0.00 and y = 0.30), EGA (TMFG), Optimal PA, and Factor Forest did not
demonstrate adequate performance. EGA (Glasso), on the other hand, demonstrated sufficient accuracy for
the specified conditions when there were 5 categories and a sample size of 1000. The HULL method had
sufficient accuracy with a sample size of 1000 for the specified conditions. In most of the specified
conditions, MAP and revised MAP methods had accuracy rates of lower than 90%.

In unidimensional structures where the number of items per factor was 15 and AFL was 0.70, the

accuracy value for Factor Forest was 0. In contrast, HULL, MAP, revised MAP, and Optimal PA methods
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demonstrated 100% accuracy. EGA methods showed sufficient accuracy under the sample size of 1000.
However, EGA methods demonstrated inadequate performance under the specified conditions in small
sample sizes.

In two-dimensional structures where the number of items per factor was 15 and AFL was 0.70 (¢
= 0.00 and y = 0.30), all conditions demonstrated that Optimal PA, Revised MAP, MAP, and HULL
methods have sufficient accuracy. Under the specified conditions, Factor Forest exhibited adequate
performance only with a sample size of 1000, while its performance was quite low with a sample size of
200. Put differently, under the conditions where the sample size was 1000, Factor Forest achieved at least
99% accuracy, while under the same conditions with a sample size reduced to 200, it achieved a maximum
of 1% accuracy. EGA (TMFG) did not achieve sufficient accuracy under any of the specified conditions,
while EGA (Glasso) achieved sufficient accuracy in all conditions where the sample size was 1000. The
accuracy values of the methods did not show significant variations based on whether the data were right-
skewed or left-skewed.

3.2. Examination of RB Values

RB values obtained from the methods can be seen in Figure 3. In addition, RB values are presented
in Appendix 3 for researchers who wish to examine them in detail. One-way ANOVA was conducted to
determine the simulation conditions influencing the RB values. ANOVA results indicated that the
distribution of data [F(1, 658) = 0.01, p = 0.92] and number of categories in variables [F(1, 658) = 0.23, p
= 0.23] did not differ in terms of RB values. In contrast, Model [F(2, 658) = 31.91, p < 0.01, n2 = 0.09],
average factor loading [F(1, 658) =9.08, p <0.01, n2 =0.01], items per factor [F(1, 658) = 84.79, p < 0.05,
n2 =0.11], sample size [F(1, 658) = 28.20, p < 0.01, n2 = 0.04], and method [F(1, 658) = 61.88, p < 0.01,
n2 = 0.36] differed in terms of RB averages. The simulation condition that has the greatest effect on RB is
factor retention method. This is followed by items per factor and sample size. Eta square values show that
factor retention method has a significant effect on RB values, while items per factor has moderate and
sample size has small effect. The RB averages of the methods for all conditions were 0.93 for Factor Forest,
-0.25 for MAP, -0.23 for MAP(R), -0.01 for HULL, 0.46 for EGA (TMFG), and 0.42 for EGA (Glasso).

For two-factor structures with an AFL of 0.70, the MAP, revised MAP, HULL, and optimal PA
methods had RB values within appropriate ranges (|RB| < 0.10) under all simulation conditions. Under the
same conditions, the Factor Forest method did not demonstrate adequate performance when the sample size
was 200 and the number of items was 15, overestimating the number of factors. EGA (Glasso) indicated
adequate performance under the specified conditions with a sample size of 1000 but did not indicate
adequate performance in most conditions with a sample size of 200. Similarly, EGA (TMFG) demonstrated
inadequate performance in most conditions with a sample size of 200 while also performing inadequately

in some conditions with a sample size of 1000.
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Considering the unidimensional structures, one could express that the Factor Forest method tends
to overestimate the number of factors in most conditions. The Factor Forest method exhibited an adequate
RB value in unidimensional structures, where AFL was 0.70, the number of items was 10, and the sample
size was 1000. The MAP and revised MAP methods generally had negative RB values under conditions
where the number of items was low. The HULL method demonstrated adequate performance under most
conditions for unidimensional structures. However, conditions where the sample size was 200 and AFL
was 0.40 reduced the performance of the HULL method. The optimal PA method generally exhibited
adequate RB values in unidimensional structures under most conditions. However, it made biased
estimations under conditions where the sample size was small, AFL was low, and the number of items was
15. The EGA methods had adequate RB values under conditions with a sample size of 200, few items, and
low AFL. They demonstrated adequate performance under the conditions where the sample size was 1000
and the AFL was 0.40, and also under conditions where the AFL was 0.70 and the number of items was 15.
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In two-dimensional structures where the AFL was 0.40, the HULL method had sufficient RB values
under most conditions. The Factor Forest method did not perform adequately under any conditions when
the sample size was 200. However, it showed better performance under conditions where the number of
items was 10 rather than conditions where the sample size was 1000. The revised MAP method did not
have sufficient RB values under nearly all specified conditions. MAP, on the other hand, had sufficient RB
values under conditions where the sample size was 1000, the number of items was 15, and the interfactor
correlation was 0. EGA (TMFG) demonstrated adequate performance under conditions where the sample
size was 1000, the number of items was 10, and there was no correlation between dimensions. EGA (Glasso)
had sufficient RB values under more conditions compared to EGA (TMFG). EGA (Glasso) had sufficient
RB values under all conditions when the sample size was 1000 but did not have sufficient RB values under
any of the conditions when the sample size was 200.

4. DISCUSSION AND CONCLUSION

This study examined the performance of factor retantion methods in skewed distributions. In other
words, no method yields correct results under any condition. However, when examined in general, the
Factor Forest method might be suitable for use in two-factor structures where there are a small number of
items per factor and a high sample size. Similarly, in their study, Goretzko and Ruscio (2023) found that
the Factor Forest method yielded more biased results in unidimensional structures compared to the
comparison data (CD) method. Since the Factor Forest method yielded more inconsistent results than other
methods in this research, using this method alone for determining the number of factors may increase the
Type | error rate and reduce the test power. Therefore, the suggestion by Goretzko and Ruscio (2023) that
this method can be used in conjunction with the CD method could be considered in future studies.

In this study, among the examined simulation conditions, the MAP method (Ncondition = 56) and the
Optimal PA method (ncondgition = 55) demonstrated adequate performance in more conditions compared to
other factor determination methods. These methods were followed by the Revised MAP (Ncongition = 53),
HULL (Ncondition= 51), EGA Glasso (Ncondition= 48), Factor Forest (Ncondition = 33), and EGA (TMFG; n=31)
methods, respectively. However, these results are valid considering all simulation conditions. Researchers
can decide on the factor retention method by evaluating simulation conditions close to their own conditions.
In this study, the skewness coefficients of the variables were determined to be £2.5. Although the skewness
coefficient was above the upper and lower limits estimated in real data, MAP and optimal PA, which
demonstrated adequate performance under more than half of the conditions, were more robust to skewed
distributions compared to other methods. This study's results support the literature findings that Optimal

PA yields accurate results under challenging conditions (Golino et al., 2020; Najera et al. 2021).
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The EGA (TMFG) and EGA (Glasso) methods cannot be considered suitable factor determination
methods for conditions with a sample size of 200. However, they may be suitable for use in larger samples
(>1000) and two-factor structures. The fact that EGA (TMFG) and EGA (Glasso) yield similar results when
used for factor determination indicates consistency between these methods, and their combined use may

increase the chances of accurately determining the number of factors.

5. RECOMMENDATIONS

The simulation conditions examined in this study are limited. This study examined unidimensional
structures as well as two-dimensional structures with interfactor correlations of 0.00 and 0.30. Considering
structures with more than two factors in education and psychology, future research could focus on working
with data exhibiting skewed distributions involving a greater number of factors and items to compare the
performance of different methods. This study skewed the variables by having 3 and 5 categories. In future
studies, the researchers could compare the performance of methods using continuous datasets or datasets
with dichotomous variables. On the other hand, practitioners could be advised to (i) avoid using the Factor
Forest method alone and ii) consider the suggestions of the MAP, Optimal PA and HULL methods.
However, it should be noted that these generalizations are limited to datasets exhibiting skewed

distributions and simulation conditions.
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Appendix-2. Accuracy Values of the Methods
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Appendix-3. RB of the Methods
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GENISLETILMIiS TURKCE OZET

CARPIK DAGILIMLARDA FAKTOR SAYISI BELIRLEME YONTEMLERININ
PERFORMANSLARININ INCELENMESI

GIRIS

Acimlayici faktor analizinde (AFA), faktor sayisina karar vermek en énemli adimlardan biridir
(Cosemans & et al., 2022; Finch, 2020; Reio & Shuck, 2015; Svetina, 2011; Zhang, 2007). AFA’da
olmasi gerekenden az faktor ¢ikarmak degiskenleri daha kiigiik bir faktor uzayina sikistirir ve bu durum
da bilgi kaybina, 6nemli faktdrlerin ihmal edilmesine ve artan hata yiiklerine neden olur (Cosemans vd.,
2022). Olmasi gerekenden fazla faktor ¢ikarmak ise aslinda bir arada olan faktorlerin boliinmesine veya
onemsiz faktorlere neden olabilir (Cosemans & et al., 2022; Finch, 2020; Lee & et al, 2023). Bu nedenle
boyut sayisina karar vermede kullanilacak kriterler de nemli hale gelmektedir.

Bir 6lgme aracinin boyutluluguna karar verirken sadece bir yonteme gore karar vermek de
problemli olabilir (Ledesma vd., 2015; Lee, 2023). Her bir yontemin kendine ait {istiin ve zayif yanlari
bulunmaktadir. Bu nedenle hangi yontemin verinin hangi kosulunda iyi sonuglar verdiginin incelenmesi
onemli hale gelmektedir. Bu durumda da hangi yontemlerin incelenecegi sorusu ortaya cikabilir.
Boyutluluk belirleme yontemleri incelendiginde genellikle Horn (1965) tarafindan onerilen paralel
analiz (PA) yonteminin popiiler oldugu ancak bu yontemin yaninda Minimum Average Partial
Correlation (MAP), HULL (Lorenzo-Seva vd., 2011) veya son zamanlarda daha sik kullanilmaya
baglanan Agimlayict Grafikl Analizi (EGA) yontemleri bulunmaktadir. Makine o6grenmesi
yontemlerinin bircok alanda uygulama bulmasiyla birlikte boyutluluk belirleme yontemi olarak
kullanimini 6neren aragtirmacilar da olmustur. (Goretzko & Ruscio, 2023).

Bu caligmada boyutluluk belirleme yontemlerinden optimal paralel analiz (Timmerman &
Lorenzo-Seva, 2011), MAP (normal and revize), HULL, EGA(TMFG kestirimiyle), EGA(Glasso
kestirimiyle) ve Goretzko & Ruscio (2023) tarafindan Onerilen karsilasgtirmali faktdr ormani
(comparison factor forest) yontemi karsilagtirilmistir. Bu dogrultuda bu aragtirmanin amaci faktor sayisi
belirleme yontemlerinin ¢esitli simiilasyon kosullar1 altinda performanslarini degerlendirmektir.
Arastirma g¢ercevesinde her bir kosulun temel etkisinin yani sira kosullarin etkilesiminin etkisini
karsilagtirilmigtir. Bu amag¢ dogrultusunda su sorulara yanit aranmistir?

[J  Simiilasyon kosullarina gore faktor sayis1 belirleme yontemlerinin dogru tahmin yiizdesi
degerleri nasildir?
[J Simiilasyon kosullarina gore faktdr sayisi belirleme yontemlerinin goreli yanlilik degerleri

nasildir?
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YONTEM

Boyutluluk belirleme yontemlerinin karsilastirildign  bu c¢alisma bir Monte Carlo
simiilasyonudur. Simiilasyon calismalarinda istenilen 6zelliklere (dagilim, faktor yiikii ya da madde
sayis1 gibi) gore iiretilen veri setleri ilgilenilen yontemlerle analiz edilerek sonuglari karsilastirilir.

Simiilasyon Kosullar:

Caligmada simiilasyon faktorleri olarak dagilim, 6rneklem biiyiikligii, faktor basina diisen
madde sayisi, kategori sayisi ve O0lgme modeli belirlenmistir. Calismada her bir kosul i¢in 100
replikasyon yapilmustir.

Simiilasyon kosullarindan verilerin dagilimi kosulunda veri seti ¢arpiklik katsayisi £2.5 olacak
sekilde carpik hale getirilmistir. Orneklem biiyiikliigii icin 200 ve 1000 kosullar1 belirlenmistir.
Kategori sayis1 kosulunda 3 ve 5 kategori bulunmaktadir. Incelenen model kosulunda tek boyutlu, 2
faktor ve faktorler arasi korelasyon 0.00 ve 2 faktorlii faktorler arasi korelasyonun 0.30 oldugu kosullart
incelenmistir. Ortalama faktor yiki 0.40 ve 0.70 olarak manipiile edilmistir.

Veri Analizi

Verileri tiretmek icin i¢cin R paket programinda (R Core Team, 2022) bulunan lavaan paketi
(Rosseel, 2012) kullanilmistir. Optimal paralel analiz ve HULL yontemi i¢in EFA.MRFA paketi
(Navarro-Gonzalez & Lorenzo-Seva, 2021), MAP analizi i¢in EFA.dimensions (O’Connor, 2022),
EGA yontemleri icin EGAnet paketi (Golino & Christensen, 2020) kullanilmistir. Karsilagtirmali faktor
ormant (comparison factor forest) yontemi i¢in ise Goretzko & Biihner (2022) tarafindan paylasilan
kodlar kullanilmustir.

TARTISMA, SONUC VE ONERILER

Carpik dagilimlarda faktor sayisi belirleme yontemlerinin performanslarinin incelendigi bu
caligma sonucunda tiim kosullarin dogru kestirim yiizdesi degerlerinin ortalamasi dikkate alindiginda
en yiiksek ortalamaya HULL yonteminin sahip oldugu goriilmiistiir. Ayn1 zamanda en diisiik goreli
yanlilik (RB) ortalamas1 da HULL yontemindedir. Ancak tiim kosullarda yeterli performansi gosteren
bir yontemin olmadig1 sdylenebilir. Diger bir deyisle her kosulda dogru sonucu verecek bir yontem
bulunmamaktadir. Ancak genel olarak incelendiginde factor forest yonteminin faktdr basma diisen
madde sayisinin az ve drneklem biylikliiginin yiiksek oldugu iki faktorlii yapilarda kullanilmasinin
uygun olabilecegi soylenebilir. Benzer sekilde Goretzko & Ruscio (2023) yaptig1 ¢aligmada factor
forest yontemi karsilagtirmali veri (comparison data [CD]) yontemine gore tek boyutlu yapilarda daha
yanli sonuglar gostermistir. Factor forest yonteminin bu arastirmada diger yontemlerle daha tutarsiz
sonuclar vermesi nedeniyle tek basina faktor sayisi belirleme yontemi olarak kullanilmasinin 1. tip hata
oranini arttiracagi ve testin giiclinii azaltacagi diisiiniilmektedir. Bu nedenle Goretzko & Ruscio (2023)
tarafindan bu yontemin CD yontemiyle birlikte kullanilabilecegi 6nerisi bundan sonraki ¢aligmalarda
dikkate alinabilir.

Bu calismada diger faktor sayis1 belirleme yontemlerine gore, MAP (n=56) ve optimal PA

(n=55) yontemleri incelenen simiilasyon kosullari i¢inde diger yontemlere gore daha ¢ok kosulda yeterli
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performansi gostermistir. Bu yontemleri ise; Revize MAP (n=53), HULL (n=51), EGA(GIlasso) (n=48),
factor forest (n=33) ve EGA(TMFG) (n=31) yontemleri izlemektedir. Bu ¢alismada degiskenlerin
carpiklik katsayis1 2.5 olacak sekilde belirlenmistir. Carpiklik katsayisinin gergek verilerde tahmin
edilen alt ve st sinirin da {izerinde olmasina ragmen kosullarin yarisindan fazlasinda yeterli
performansi gosteren MAP ve optimal PA’nin carpik dagilimlara diger yontemler gore daha dayanikli
oldugu soylenebilir. Bu ¢aligmanin sonuglari, Optimal PA’nin zorlu kosullar altinda dogru sonuglar
verdigi alanyazindaki bulgular1 (Golino vd., 2020; Ngjera vd. 2021) desteklemektedir. EGA(TMFGQG) ve
EGA(Glasso) yontemleri 6rneklem biiyiikliigiiniin 200 oldugu kosullar i¢in uygun bir faktor belirleme
yontemi oldugu soOylenemez ancak biiylik oOrneklemler (n>1000) ve iki faktdrlii yapilarda
kullanilabilecek bir yontemdir. EGA(TMFG) ve EGA(Glasso) faktdr sayisi belirleme yontemleri
kullanilirken benzer sonuglar vermesi yontemler arasindaki uyum anlamina gelir ve birlikte kullanimi
faktor sayisini dogru belirleme sansini arttirabilir. Gelecekteki ¢alismalarda siirekli veri setleri ya da iki
kategorili verilerle yontemlerin performanslarinin karsilagtirilmasi arastirmacilara onerilebilir. Diger
taraftan uygulayicilara; i) tek bagina factor forest yontemini kullanmamalari, ii) optimal PA ve HULL

yontemlerinin Onerilerini daha fazla 6nem vermeleri 6nerilebilir.



