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Abstract 

Liver diseases pose a significant health challenge, necessitating robust predictive 

tools for early diagnosis. This study aims to determine the predictive performance of 

Naive Bayes classifier, one of the data mining algorithms, in the classification of 

liver patients. The study applied 2, 5, 10 and 20-fold cross-validation method. Trying 

to determine the effect of the cross-validation (CV) method used on the classification 

performance, this study used the "BUPA" dataset in the UCI Machine Learning 

Repository database for this purpose. The dataset consists of 6 variables and 345 

examples. Orange program was used for data analysis. As a result of the analysis, the 

accuracy for the Naive Bayes method was determined to be 62.9%, 63.5%, 63.8%, 

and 64.3%, respectively. The AUC values were 0.68, 0.66, 0.66, and 0.67, 

respectively; the F1 scores were 0.56, 0.57, 0.58, and 0.58, respectively. On the other 

hand, the precision values were 0.60, 0.60, 0.60, and 0.62, respectively, while the 

recall values were determined to be 0.52, 0.53, 0.55, and 0.54. Additionally, the MCC 

values were determined to be 0.24, 0.26, 0.26, and 0.27, respectively. The analysis 

results indicate that the 20-fold CV method demonstrates marginally superior 

performance. The use of the free and easy-to-use program is recommended.  

 

 
1. Introduction 
 

Data mining can be characterized as a suite of 

techniques aimed at unveiling hidden patterns and 

trends within datasets. It encompasses the processes 

of model construction, data selection, and data 

discovery based on hitherto unknown patterns [1,2]. 

Briefly, this method serves to extract understandable 

and actionable information from datasets [3-5].  Data 

mining amalgamates methods from statistics, 

machine learning, and pattern recognition [6]. The 

accelerated advancements in computer technologies 

and the consequent proliferation of large datasets                                                                                    

have fueled increased interest in data mining 

methodologies. These techniques have found 
extensive application across diverse fields such as 

engineering, economics, education, and healthcare. 

Due to their inherently complex and voluminous 

nature, traditional statistical methods often fall short 

in analyzing the extensive data generated within the 

                                                           

*Corresponding author: ozlem.bezekgure@batman.edu.tr            Received: 16.09.2023, Accepted: 17.01.2024 

healthcare sector. Data mining techniques are 

leveraged to transform these extensive data 

repositories into actionable insights for decision-

makers. This, in turn, enhances healthcare operations 

and facilitates medical research [7]. Utilizing these 

methodologies enables capabilities such as predicting 

patient responses to medication dosages, identifying 

healthcare insurance fraud, and diagnosing or 

projecting specific diseases [2,7-8].  

Being the body's second-largest organ, the 

liver plays a crucial role in maintaining human well-

being.In addition to its role in nutrient storage, it 

performs a wide range of functions related to 

digestion, metabolism, and immunity, such as the 

breakdown of red blood cells, protein production, and 

the elimination of toxins from the body [9-11]. In 

recent years, an increase in liver-related diseases has 

been observed. Stress, inhalation of harmful gases, 

poor nutrition, excessive alcohol consumption, 

unnecessary medication intake, and viruses are 

https://dergipark.org.tr/tr/pub/bitlisfen
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among the factors contributing to liver diseases [11-

13]. Liver diseases are considered one of the most 

significant health issues globally [14]. If left 

untreated, liver diseases can lead to serious health 

problems. Therefore, early and accurate diagnosis of 

diseases related to this vitally important organ is 

crucial [15]. In recent years, an excessive increase in 

liver disorders has been observed in many countries. 

Consequently, liver diseases have begun to rank 

among the leading causes of death in these countries 

[8]. This study employed the BUPA Liver Disorder 

dataset to develop classification models using the 

Naïve Bayes method, aiming to predict liver 

diagnosis. 

Given the vital functions of the liver and the 

rising prevalence of liver diseases globally, there is a 

clear need for accurate diagnosis of these conditions. 

Data mining methods can be leveraged to analyze 

healthcare data and gain insights into liver disease 

prediction and diagnosis. 

Data mining methods are frequently observed 

to be used for predicting diseases. The present study 

employs the Naive Bayes method from data mining 

techniques for the prediction of liver diseases. A 

review of the literature reveals numerous studies that 

have utilized this method for the same purpose 

[12,16-20]. Unlike other studies, this research also 

evaluates the classification performance of the Naive 

Bayes method when applied with different Cross-

Validation techniques. 

Other studies have also applied data mining 

techniques, including Naive Bayes, to liver disease 

prediction. However, this study takes the additional 

step of assessing the classification performance with 

different cross-validation methods. By evaluating 

multiple techniques, this allows for a more robust 

analysis of the predictive capabilities of data mining 

for liver diseases. 

Numerous studies have applied various data 

mining methods to data related to liver diseases. Ram 

et al. [19] used Naive Bayes (NB), SMO, and Bayes 

Net methods in their study to predict liver diseases, 

noting that the SMO method displayed superior 

performance. Vijayarani and Dhayanand [21] 

implemented NB and Support Vector Machine 

(SVM) methods in their research, indicating that the 

SVM method performed better. Similarly, 

Kamruzzaman, Mahbub, and Hakim [22] used, in 

addition to these two methods, K-Nearest Neighbors 

(KNN) and Decision Tree (DT) methods, concluding 

that SVM showed better performance. Additionally, 

Abdar [16] used Linear Regression, KNN, C4.5, 

C5.0, CHAID, Neural Net, and Random Forest (RF) 

methods and found that the C4.5 algorithm 

demonstrated better classification performance. Sug 

[17] also utilized DT, C4.5, and CART algorithms. 

The literature contains many examples of 

data mining methods being applied to predict liver 

diseases, with studies comparing the performance of 

different techniques. This highlights the utility of data 

mining for gaining insight into liver conditions, 

though it also suggests Naive Bayes may not always 

be the optimal method. 

On the other hand, Nahar et al. [23] used 

decision tree methods like J48, LMT, Random Tree, 

RF, REPTree, Decision Stump, and Hoeffding Tree 

for predicting liver diseases. A study by Kuppan and 

Manoharan [11] employed J48 and NB methods. 

Baitharu and Pani [10] used J48 and NB methods 

along with DT, Multilayer Perceptron Neural 

Network (MLP), ZeroR, KNN, and VFI, determining 

that the MLP method outperformed others. Similarly, 

Al-Aidaroos, Bakar, and Othman [24] used NB, 

Logistic Regression, Kstar, DT, Neural Network, and 

Zero R methods and found that the NB method 

performed better compared to others. Bhardwaj, 

Mehta, and Ramani [25] used DT, RF, NB, KNN, 

SVM, Artificial Neural Networks (ANN), and 

Extreme Gradient Boost (XGBoost) methods for the 

same purpose. A study by Ramana, Babu, and 

Venkateswarlu [12] employed NB, C4.5, Back 

Propagation Neural Network, and SVM methods. 

While some studies have found Naive Bayes 

to perform well for liver disease prediction, the 

literature also contains examples of other methods 

like decision trees, neural networks, and support 

vector machines outperforming Naive Bayes. More 

research is still needed to determine the optimal data 

mining techniques for this application. 

 

2. Material and Method 
 

The current study employs the "BUPA" data set. 

obtained from the UCI Machine Learning Repository. 

The data file was obtained from 

https://archive.ics.uci.edu/dataset/60/liver+disorders 

[26]. The dataset consists of 345 rows and 7 columns, 

with each row containing information about male 

individuals. The first 5 columns contain blood test 

results that can be used in the diagnosis of liver 

diseases related to alcohol. The 6th column includes 

the number of alcoholic drinks consumed daily as 

reported by the individuals. The last column contains 

a variable intended for use in dividing the data into 

training and testing sets [27].  In the study, the drinks 

(number of half-liter equivalents of alcoholic 

beverages consumed per day) variable was treated as 

the dependent variable; selector, mcv (mean 

corpuscular volume), alkphos (alkaline phosphatase), 

https://archive.ics.uci.edu/dataset/60/liver+disorders
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sgpt (alanine aminotransferase), sgot (aspartate 

aminotransferase), and gammagt (gamma-glutamyl 

transpeptidase) were analyzed as independent 

variables. Subsequently, the dependent variable, 

drinks, was categorized into two groups: those with a 

value of 3 and below, and those above 3. Following 

this, the analyses using the Naïve Bayes method were 

conducted through Orange, a free Python-based 

software, to conduct the data analyses. [28]. 

Descriptive statistics of the independent variables are 

given in Table 1. 

 
Table 1. Descriptive statistics of predictive variables 

Variables Mean Standard 

deviation 

Min Max 

Mcv 90,16 4,45 65 103 

Alkphos 69,87 18,35 23 138 

Sgpt 30,41 19,51 4 155 

Sgot 24,64 10,06 5 82 

Gammagt 38,28 39,25 5 297 

Drinks 3,45 3,34 0 20 

 

Naïve Bayes Method 

 

The Naive Bayes method is a highly effective and 

robust probability-based classifier that employs 

Bayes' theorem in classification, under strong 

independence assumptions [29-30]. The method is an 

algorithm that is easy and quick to structure and 

interpret, without the need for complex iterative 

parameter estimations [31]. Because of these 

characteristics, the NB algorithm is commonly 

employed in extensive data analysis and various other 

domains [32]. This method analyzes the relationship 

between the independent and dependent variables by 

obtaining a conditional probability for each 

relationship [33]. NB computes probabilities by 

analyzing the frequency and combinations of values 

in a given dataset [34], and it is successful in high-

dimensional datasets [35]. Compared to other data 

mining algorithms, NB is more resilient to overfitting 

and noisy data because it estimates fewer parameters 

[36]. 

The Naive Bayes classifier, one of the 

supervised learning algorithms, assumes that each 

attribute value is independent of the values of other 

attributes within the class. This assumption is termed 

class-conditional independence [37-38]. This 

assumption is referred to as "naive" because it is 

rarely valid in real-world applications. The algorithm 

tends to learn rapidly in various controlled 

classification problems [34]. Due to the independence 

assumption of the variables in this method, it is 

necessary to estimate each variable rather than the 

covariance matrix [39]. When this assumption holds, 

the learning process of Bayes classifiers becomes 

simpler, thereby achieving optimal assignment using 

the vector of observable factors. In addition to the 

independence assumption, it is assumed that the 

factors affecting the outcome of interest are not 

hidden [40]. Moreover, the method necessitates 

minimal training data to determine the parameters 

essential for classification [39,41]. 

 

Figure 1. Structure of the Naive Bayes Classifier [29]. 

 

Different Naive Bayes (NB) classifiers vary 

chiefly due to the assumptions they hold about feature 

distribution. For discrete features, typically 

Multinomial or Bernoulli distributions are applied, 

whereas the Gaussian distribution is chosen for 

continuous features [42]. 

 

Bayes’ Theorem 

 

Developed by Thomas Bayes in the 1800s, this 

theorem pertains to probability and decision theory. 

Let   be a complete set and, 𝐶1, 𝐶2, 𝐶3, … … 𝐶𝑛 ∈  , 
 𝐶𝑖, represent ist category, where 𝑃(𝐶𝑖) > 0, 𝑖 =
1,2, … … 𝑛. Each category is distinct from the other, 

and ⋃ 𝐶𝑖
𝑛
𝑖=1 = ’. For any X if 𝑃(𝑋) > 0, then the 

Bayes equation is given in Equation 1. 

 

𝑃(𝐶𝑖\𝑋) =
𝑃(𝑋\𝐶𝑖)𝑃(𝐶𝑖)

∑ 𝑃(𝑋\𝐶𝑖)𝑃(𝐶𝑖)𝑛
𝑖=1

                                    (1)                                                    

[39]. 

 

Naive Bayes Classifier 

 

The Naive Bayes classifier uses the concept of 

maximum likelihood estimation to classify a sample 

according to the highest probable category. 

 

𝑃(𝐶𝑖\𝑋) = 𝑀𝑎𝑥{𝑃(𝐶1\𝑋), 𝑃(𝐶2\𝑋), 𝑃(𝐶3\𝑋),

… … … …  𝑃(𝐶𝑛\𝑋)}                                               (2)                                              

 

Let 𝑋 = (𝐴1, 𝐴2, 𝐴3, … … . . 𝐴𝑘) be a feature 

vector, where 𝐴𝑗 represents the jth feature of 𝑥𝑗. 

https://tureng.com/tr/turkce-ingilizce/standard%20deviation
https://tureng.com/tr/turkce-ingilizce/standard%20deviation
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The Naive Bayes classifier assumes that 

attributes function independently from one another. 

Therefore, the conditional probability, P(X\Ci) can 

be expressed as: 

 

𝑃(𝑋\𝐶𝑖) = ∏ 𝑃(𝐴𝑗 =𝑘
𝑗=1 𝑥𝑗\𝐶𝑖)                            (3)                                                                                                                        

When the third equation is substituted into the 

Bayes formula given in the first equation, we obtain: 

 

𝑃(𝐶𝑖\𝑋) =
∏ 𝑃(𝐴𝑗=𝑘

𝑗=1 𝑥𝑗\𝐶𝑖)𝑃(𝐶𝑖)

𝑃(𝑋)
                             (4)  

                                          

When 
1

𝑃(𝑋)=𝛼(>0)
 , we have: 

 

𝑃(𝐶𝑖\𝑋) = 𝛼 ∏ 𝑃(𝐴𝑗 = 𝑥𝑗)𝐶𝑖)𝑃(𝐶𝑖
𝑘
𝑗=1 )                (5) 

                                                                                                         
Let N(D) represent the total number of 

samples in the sample set 𝑁(𝐶𝑖), represent the number 

of samples in 𝐶𝑖, and 𝑁(𝐶 = 𝐶𝑖, 𝐴𝑗 = 𝑥𝑗), 𝐴𝑗 𝐶𝑖’deki 

𝑥𝑗 𝐴𝑗   represent the number of samples in 𝐶𝑖  where 

the feature  𝐴𝑗 = 𝑥𝑗 

 

We can express P(Ci) and P(Aj=xj∣Ci) as: 

 

𝑃(𝐶𝑖) =
𝑁(𝐶𝑖)

𝑁(𝐷)
                                                        (6)                                                                                                                                       

𝑃(𝐴𝑗 = 𝑥𝑗\𝐶 = 𝐶𝑖) =
𝑁(𝐶=𝐶𝑖,𝐴𝑗=𝑥𝑗)

𝑁(𝐶𝑖)
                      (7)                                                                                                                

 

Inserting equations 6 and 7 into equation 5 

yields the subsequent result: 

 

𝑃(𝐶𝑖\𝑋) = 𝛼 ∏
𝑁(𝐶=𝐶𝑖,𝐴𝑗=𝑥𝑗

𝑁(𝐶𝑖)
𝑘
𝑗=1 .

𝑁(𝐶𝑖)

𝑁(𝐷)
                   (8)                                                                                                              

[39]. 

 

Performance Criteria 

 

The confusion matrix indicates the degree to which 

the classifier used recognizes patterns in different 

classes. 
Table 2. Confusion matrix 

 Estimated  

No Yes Total 

R
ea

l No TN FP TN+FP 

Yes FN TP FN+TP 

Total TN+FN FP+TP TN+FN+FP+TP 

 
This research intends to assess the 

effectiveness of the Naive Bayes classification 

algorithm concerning different Cross-Validation CV 

methodologies.  CV serves as an instrumental 

technique for assessing the validity of the predictive 

model under consideration. In the instance of k-fold 

CV, the dataset is partitioned into k subsets. One of 

these subsets is employed as the test data, while the 

remaining subsets function as the training data. The 

mean error rate from these k subsets is calculated to 

estimate the overall error rate of the classification 

model [43]. In this research, performance metrics 

such as Area Under the Curve (AUC), accuracy, 

precision, recall, F1 score, and Matthews's correlation 

coefficient (MCC) have been utilized.  

 

AUC: AUC, also known as the Area Under the 

Receiver Operating Characteristic (ROC) Curve, 

serves as a quantitative indicator of the model's 

accuracy. The magnitude of this area is a 

demonstrative measure of the classification model's 

performance efficacy [44]. 

 

MCC: Matthews correlation coefficient is a measure 

that shows the relationship between the predicted 

class and the actual class, ranging between [-1,1]. If 

the coefficient is +1, it indicates that the predictions 

made by the classifier are correct, whereas if it is -1, 

it indicates that the predictions are incorrect [45]. 

 

𝑀𝐶𝐶 =
(𝑇𝑃∗𝑇𝑁)−(𝐹𝑃∗𝐹𝑁)

√(𝑇𝑃+𝐹𝑃)∗(𝑇𝑃+𝐹𝑁)∗(𝑇𝑁+𝐹𝑃)∗(𝑇𝑁+𝐹𝑁)
           (9)                                                                                       

Accuracy =
TP+TN

TP+TN+FP+FN
                                  (10)                                                                                                     

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                            (11)                                                                                                                     

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                                  (12)                                                                                                                                

𝐹1 𝑠𝑐𝑜𝑟𝑒 = 2𝑥 
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥  𝑅𝑒𝑐𝑎𝑙𝑙)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+ 𝑅𝑒𝑐𝑎𝑙𝑙)
                       (13)     

                                                                                                    

3. Results and Discussion 
 

Table 3. Confusion Matrix Obtained Using the Naive 

Bayes Method 

CV method  No Yes 

2 No 136 54 

 Yes 74 81 

5 No 137 53 

 Yes 73 82 

10 No 135 55 

 Yes 70 85 

20 No 138 52 

 Yes 71 84 

 

 

 



Ö. Bezek Güre / BEU Fen Bilimleri Dergisi 13 (1), 153-160, 2024 

157 
 

Table 4. Performance Criteria 
C

V
 

m
et

h
o

d
 

A
U

C
 

C
A

 

F
1

 

P
re

ci
si

o
n

 

R
ec

al
l 

M
C

C
 

2 0.678 0.629 0.559 0.600 0.523 0.242 

5 0.660 0.635 0.565 0.607 0.529 0.255 

10 0.657 0.638 0.576 0.607 0.548 0.262 

20 0.669 0.643 0.577 0.618 0.542 0.273 

       

 

Table 4 indicates that the 20-fold cross-

validation method exhibits a marginally better 

performance compared to other methods. 

 

 

Figure 2. Area Under the ROC Curve  

(2-fold CV) 

 

Figure 3. Area Under the ROC Curve 

(5-fold CV) 

 

Figure 4. Area Under the ROC Curve  

(10-fold CV) 

 

Figure 5. Area Under the ROC Curve  

(20-fold CV) 

 

In the academic literature, there are numerous 

studies that utilize the BUPA dataset for the 

classification of liver diseases. It has been observed 

that the Naive Bayes method is frequently employed 

in these studies. Similar to our research, a study 

conducted by Sujana, Rao, and Reddy [46] used the 

Weka software and applied 2, 5, and 10-fold CV 

methods; according to their analysis, the accuracy 

rates were determined to be 60.58%, 60.89%, and 

62.32%, respectively. Another study by Ramana, 

Babu, and Venkateswarlu [12] also used the Weka 

software and implemented the 10-fold CV method, 

determining the accuracy, precision, sensitivity, and 

specificity of the Naive Bayes method to be 51.59%, 

45.17%, 71.03%, and 37.5%, respectively. 

Ruengdetkharn and Lohpetch [47] applied a 5-fold 

cross-validation method in their study and determined 

the accuracy to be 62.90%. Pradhan et al. [48] 

employed a two-fold CV method in their study and 

used performance indicators such as Type I error, 

Type II error, true negative rate, true positive rate, 

accuracy, and F1 score; these metrics were 

determined to be 0.51, 0.4, 0.49, 0.6, 0.53, and 0.52, 

respectively. Compared to similar studies, the 

analysis results obtained using the Orange software 

appear to yield slightly better outcomes than those 

from other programs. 

In the existing literature, datasets focusing on 

liver diseases have been employed in various studies. 

Abdar [16]) utilized the Indian Liver Patient Dataset 

(ILPD) from the UCI database for this purpose. The 

study employed both RapidMiner and SPSS Modeler 

for analysis. According to the results, the accuracy 

and precision rates obtained through the RapidMiner 

program using the Naive Bayes method were 66.92% 

and 45.13%, respectively. In contrast, the SPSS 

Modeler yielded an accuracy of 74.26% and a 

precision of 40.24%. Similarly, Ram et al. [19] 
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conducted analyses using Python to predict liver 

diseases, employing methods such as Naive Bayes 

(NB), SMO, and Bayes Net. On the other hand, Alam, 

Rahman, and Rahman [49] used the Weka software in 

their study, applying the Bayes Net method. They 

reported an accuracy rate of 0.68 using ten-fold CV. 

 

4. Conclusion and Suggestions 
 

This research seeks to ascertain the predictive 

performance of the Naive Bayes classifier of the 

Naive Bayes classifier when categorizing liver 

disorder diagnosis through data mining methods. The 

study has implemented 2, 5, 10, and 20-fold CV 

methods. An attempt has been made to ascertain the 

impact of the employed CV method on classification 

performance. Analyses were conducted in the Orange 

program, which is a Python-based free software. 

Performance measures such as AUC, accuracy, 

precision, recall, F1 score and MCC were used. As a 

result of the analysis, the accuracy for the Naive 

Bayes method was determined to be 62.9%, 63.5%, 

63.8%, and 64.3%, respectively. The AUC values 

were 0.68, 0.66, 0.66, and 0.67, respectively; the F1 

scores were 0.56, 0.57, 0.58, and 0.58, respectively. 

On the other hand, the precision values were 0.60, 

0.60, 0.60, and 0.62, respectively, while the recall 

values were determined to be 0.52, 0.53, 0.55, and 

0.54. Furthermore, the MCC values were identified as 

0.24, 0.26, 0.26, and 0.27, respectively. Based on the 

analysis results, it can be claimed that the 20-fold CV 

method exhibited better performance Based on these 

results, it is observed that the 20-fold CV method 

showed slightly better performance. 

In the current study, the Orange program was 

utilized to examine the performance of cross-

validation methods. A review of the literature 

indicates that programs such as Weka and SPSS 

Modeler are preferred for implementing machine 

learning methods, while the use of the Orange 

program is limited. It is recommended to use this free 

and user-friendly program since it appears based on 

the findings that the Orange software may offer 

advantageous outcomes. The dataset used in this 

study is small; therefore, larger datasets can be 

utilized to examine cross-validation methods. On the 

other hand, investigations can be conducted using 

different data mining methods. 
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