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Abstract. Robust regression-type estimators of population mean that use

auxiliary variable information are proposed by considering robust methods
under extreme ranked set sampling (ERSS) and quartile ranked set sampling

(QRSS). We have used the data concerning body mass index (BMI) for 800

people in Turkey in 2014. The real data example is applied to see efficiency of
the estimators in ERSS and QRSS designs and it is found that the proposed

estimators are better in these designs than the classical ranked set sampling

(RSS) design. In addition, mean square error (MSE) and percent relative
efficiency (PRE) are used to compare the performance of the adapted and

proposed estimators.

1. Introduction

In sampling survey, the supplementary information is mostly used to enhance
accuracy of the estimators due to the correlation between auxiliary and study vari-
ables. Auxiliary information has a major role according to the sampling theory.
Because of improving the precision of estimates, making use of convenient auxiliary
information such as mean, total population, skewness, attribute and correlation is
pretty significant. Auxiliary information has been used in ratio, product and ex-
ponential type estimators to acquire effective estimators under distinct sampling
designs.

RSS is an alternative sampling design to simple random sampling (SRS) for
drawing a sample of observations from a population. It is intended for situations
where the certain measurement of sample units is hard but they can be readily
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ranked without real measurement. The ranking is done either through nominative
judgment or via the use of an accompanying variable, and need not to be precise.
This situation is named defective ranking. If the ranking process is correct, it will
be referred to as excellent ranking structure. RSS design was first proposed by
McIntyre [6]. Many authors such as Samawi and Muttlak [9], Bouza [2], Mehta and
Mandowara [7] used judge mental RSS where ranking is done with respect to auxil-
iary variable. Later, the authors suggested new sampling designs based on ranking
and used auxiliary information to get efficiency. Muttlak [8] proposed QRSS. Tak-
ing into account ranking error, Samawi et al. [10] suggested ERSS for estimating
a population mean. Long et al. [5] suggested ratio estimators of population mean
that used either the first or third quartiles of the auxiliary variable under RSS
and ERSS. Koyuncu [3] studied regression type estimators (RTE) under different
ranked set sampling. Shahzad et al. [11] suggested RTE for mean estimation under
RSS besides the sensitivity issue.

Lately, robust tools are used in estimators under different sampling designs. Za-
man and Bulut [14] are proposed new ratio type estimators using LTS, Huber MM,
LMS, Tukey-M, LAD and Hampel M robust methods in SRS. Ali et al. [1] gener-
alized estimators of Zaman and Bulut [14]. Subzar et al. [13] adapted the diverse
robust regression methods to the ratio estimators. Shahzad et al. [12] identified the
class of RTE utilizing robust regression tools. Recently, Koyuncu and Al-Omari [4]
proposed generalized robust RTE under RSS and MRSS.

The target of this study is to suggest regression type estimators of the population
mean using robust statistics under RSS, ERSS and QRSS. The article is composed
as follows: In Section 2, RSS, ERSS and QRSS designs were explained. In Section
3, the recent robust literature were reviewed and adapted robust regression type
estimators were given. The proposed exponential robust-RTE estimators in RSS,
ERSS and QRSS were introduced in Section 4. In Section 5, a numerical study was
conducted using a real data set on BMI. All results that were explained briefly and
summarized also in Section 6.

2. RSS, ERSS and QRSS Designs

In this section, RSS, ERSS and QRSS designs are explained.

2.1. RSS Design. The RSS procedure can be created by choosing r random sam-
ples of size r units from the population and order the units within each sample
according to the variable of interest. Let (X1, Y1) , (X2, Y2) , ..., (Xr, Yr) be a SRS
of r, then the measured RSS units are indicated by

(
Y(i)j , X[i]j

)
, i = 1, 2, ..., r,

j = 1, 2, ...,m where
(
X[i]j , Y(i)j

)
is the ith ranked unit from the jth cycle of two aux-

iliary variables and study variable, respectively. [ ] and ( ) demonstrate the ith per-
fect ordering in the ith set for auxiliary variable X and the ith judgment ordering in
the ith set for study variable Y. One of the most correlated auxiliary variables with

study variable was choosed to rank the units. Further let x̄RSS = 1
mr

m∑
j=1

r∑
i=1

X[i]j ,
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ȳRSS = 1
mr

m∑
j=1

r∑
i=1

Y(i)j are the sample means under RSS and Ȳ , X̄ are population

means, respectively for the study and auxiliary variables.

2.2. ERSS Design. ERSS investigated by Samawi et al. [10]. To predict the finite
population mean

(
Ȳ
)
using ERSS, the operation can be explained briefly as follows:

(1) The process includes drawing sets of each r units randomly from population
for which the mean is to be predicted. The most important assumption is
the smallest and the biggest units of the set can be fixed visually or with a
little cost.

(2) The lowest ranked unit is determined from the first r unit set. Then, the
largest ranked unit is determined from the second r unit set. And the
lowest ranked unit is determined from the third set of r units and so on.
Thus, the first (r − 1) determined units is obtained using the first (r − 1)
sets. The event of choosing the r − th unit from the r − th (i.e very last)
set depends on whether r is odd or even.

(3) When r is even, the measurement value of the largest unit ranked is mea-
sured.

(4) Two options exist when r is odd:
(a) The average of the largest and lowest units in the r−th set is measured

for the measure of the r − th unit.

(b) The measure of the median for the measure of the r − th unit is mea-
sured.

(5) This procedure complete one cycle of ERSS. The period may be repeated
m times until n elements of desired to obtain.

x̄ERSSe
=

1

2

(
X̄[1] + X̄[r]

)
(1)

where X̄[1] =
2
r

r/2∑
i=1

X2i−1[1]. and X̄[r] =
2
r

r/2∑
i=1

X2i[r].

To observe thatX1[1], X3[1], ..., Xr−2[1] andXr[1]are identically distributed is easy
and so are X2[r], X4[r], ..., Xr−1[r] and Xr(r).

x̄ERSSo =
X1[1], X2[r], X3[1], ..., Xr−1[r] +Xr[ r+1

2 ]

r
(2)

2.3. QRSS Design. Muttlak [8] suggested QRSS to predict the population mean.
The procedure of QRSS can be explained concisely as follows:

(1) Select randomly r2 bivariate sample units of target population.
(2) If the sample size r is even, choose for measurement from the first r

2 samples
the q1 (r + 1) th and from the second r

2 samples the q3 (r + 1)th smallest
ranked unit.
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(3) If the sample size r is odd, choose for measurement from the first (r−1)
2

samples the q1 (r + 1)th and from the last (r−1)
2 samples the q3 (r + 1) th

smallest ranked unit and from the remaining sample the median ranked
unit.

(4) The nearest integer of q1 (r + 1)th and q3 (r + 1)th where q1 = 0.25 and
q3 = 0.75 were always taken.

(5) This procedure complete one cycle of QRSS. The cycle may be repeated m
times until n = mr elements of desired to obtain.

Let Xi[q1(r+1)] and Xi[q3(r+1)] denote the (q1 (r + 1))th and (q3 (r + 1))th order

statistics of the ith sample respectively (i = 1, 2, .., r).
The estimator of the population mean using QRSS with a cycle is given in

equations 3 and 4, respectively, in the case of even and odd sample sizes.

x̄QRSSe =
1

r

 r
2∑

i=1

Xi[q1(r+1)] +

r∑
i= r

2+1

Xi[q3(r+1)]

 (3)

x̄QRSSo
=

1

r

 r−1
2∑

i=1

Xi[q1(r+1)] +

r∑
i= r+1

2

Xi[q3(r+1)] +Xi[(r+1)/2]

 (4)

Xi[(r+1)/2] is the median of sample i = (r + 1) /2. To simplify the notations,

let X[i:q] specify the (q1 (r + 1))th order statistic of ith sample
(
i = 1, 2, ..., r2

)
and

(q3 (r + 1))th order statistic of ith sample
(
i = r

2 + 1, r2 , ..., r
)
if the sample size n is

even. Also specify the (q1 (r + 1))th order statistic of ith sample
(
i = 1, 2, ..., r−1

2

)
,

the median of the ith sample (i = (r + 1) /2) and the (q3 (r + 1))th order statistic
of ith sample

(
i = r−1

2 + 2, r−1
2 + 3, ..., r

)
if the sample size n is odd. Then the

estimator of population mean using QRSS can be written as x̄QRSS = 1
r

∑r
i X[i:q].

3. Adapted Robust Regression Type Estimators

Koyuncu and Al-Omari [4] proposed generalized robust-RTE under SRS, RSS
and median ranked set sampling (MRSS).

ȳN(j) =
[
ȳ(j) + bi(j)

(
X̄ − x̄[j]

)]( FX̄ +G

Fx̄[j] +G

)α

(5)

where F may represent the coefficient of variation Cx, kurtosis β 2(x), first and
third quarters q1(x), q3(x) or any known population information of auxiliary variable.
(j) represents the SRS, RSS and MRSS sampling designs. bi(j) is regression coeffi-
cient calculated from the i robust regression method under (j) design. i represents
Huber M, LMS, Huber MM, S, LAD or LTS.

They showed that Zaman and Bulut [14] estimators are members of their gen-
eralized estimator. Putting suitable values as α = 1, F = 1, G = q1(x), q3(x) and
j=SRS in the ȳN(j), we can get Zaman and Bulut [14] ratio-RTEs under SRS.
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In the same manner, we can extend ȳN(j) estimator to ERSS and QRSS designs
putting j=ERSS, j=QRSS respectively. Zaman and Bulut [14] estimators and some
members of ȳN(j) can be given as

ȳEN(j)1 =

[
ȳ(j) + bi(j)

(
X̄ − x̄[j]

)]
x̄[j]

X̄ (6)

ȳEN(j)2 =

[
ȳ(j) + bi(j)

(
X̄ − x̄[j]

)]
x̄[j] + Cx

(
X̄ + Cx

)
(7)

ȳEN(j)3 =

[
ȳ(j) + bi(j)

(
X̄ − x̄[j]

)]
x̄[j] + β2(x)

(
X̄ + β2(x)

)
(8)

ȳEN(j)4 =

[
ȳ(j) + bi(j)

(
X̄ − x̄[j]

)]
x̄[j] + q1(x)

(
X̄ + q1(x)

)
(9)

ȳEN(j)5 =

[
ȳ(j) + bi(j)

(
X̄ − x̄[j]

)]
x̄[j] + q3(x)

(
X̄ + q3(x)

)
(10)

To obtain the specific MSE of adapted estimators in equation (5) under (j)
design, let us define following notations

ϑo(j) =
(
ȳ(j) − Ȳ

)
/Ȳ , ϑ1(j) =

(
x̄[j] − X̄

)
/X̄ ϑ0(j)ϑ1(j) =

(
x̄[j] − X̄

) (
ȳ(j) − Ȳ

)
/X̄Ȳ
(11)

For the (j) design, expectaions of ϑ terms are given by

E
(
ϑ20(j)

)
= V

(
ȳ(j)
)
/Ȳ 2, E

(
ϑ21(j)

)
= V

(
x̄[j]
)
/X̄2, E

(
ϑ0(j)ϑ1(j)

)
= cov

(
x̄[j], ȳ(j)

)
/Ȳ X̄

If (j) design represents SRS, expectaions of ϑ terms are given by

E
(
ϑ20(SRS)

)
=
S2
y

Ȳ 2
, E

(
ϑ21(SRS)

)
=
S2
x

X̄2
, E

(
ϑ0(SRS)ϑ1(SRS)

)
=
Sxy

Ȳ X̄

If (j) design represents RSS, expectaions of ϑ terms are given by

E
(
ϑ20(RSS)

)
=

1

Ȳ 2

(
S2
y

r
− 1

r2

r∑
i=1

(
µy(j) − Ȳ

)2)

E
(
ϑ21(RSS)

)
=

1

X̄2

(
S2
x

r
− 1

r2

r∑
i=1

(
µx[i] − X̄

)2)
,
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E
(
ϑ0(RSS)ϑ1(RSS)

)
=

1

Ȳ X̄

(
Sxy

r
− 1

r2

r∑
i=1

(
µx[i] − X̄

)(
µy(i) − Ȳ

))
If the sample size is odd and (j) represents the QRSS design, expectaions of ϑ

terms are given by

E
(
ϑ20(QRSS)o

)
=

1

Ȳ 2

[
1

r2

(
(r − 1)

2

(
S2
y( r+1

4 ) + S2

y( 3(r+1)
4 )

)
+ S2

y( r+1
2 )

)]
,

E
(
ϑ21(QRSS)o

)
=

1

X̄2

[
1

r2

(
(r − 1)

2

(
S2
x[ r+1

4 ] + S2

x[ 3(r+1)
4 ]

)
+ S2

x[ r+1
2 ]

)]
,

E
(
ϑ0(QRSS)o

ϑ1(QRSS)o

)
=

1

Ȳ X̄

[
1

r2

(
(r − 1)

2

(
Sxy( r+1

4 ) + S
xy( 3(r+1)

4 )

)
+ Sxy( r+1

2 )

)]
If the sample size is even and (j) represents the QRSS design, expectaions of ϑ

terms are given by

E
(
ϑ20(QRSS)e

)
=

1

Ȳ 2

[
1

2r

(
S2
y( r+1

4 ) + S2

y( 3(r+1)
4 )

)]
,

E
(
ϑ21(QRSS)e

)
=

1

X̄2

[
1

2r

(
S2
x[ r+1

4 ] + S2

x[ 3(r+1)
4 ]

)]
,

E
(
ϑ0(QRSS)e

ϑ1(QRSS)e

)
=

1

Ȳ X̄

[
1

2r

(
Sxy( r+1

4 ) + S
xy( 3(r+1)

4 )

)]
If the sample size is odd and (j) represents the ERSS design, expectaions of ϑ

terms are given by

E
(
ϑ20(ERSS)o

)
=

1

Ȳ 2

[
1

r2

(
(r − 1)

2

(
S2
y(1) + S2

y(r)

)
+ S2

y( r+1
2 )

)]
,

E
(
ϑ21(ERSS)o

)
=

1

X̄2

[
1

r2

(
(r − 1)

2

(
S2
x[1] + S2

x[r]

)
+ S2

x[ r+1
2 ]

)]
,

E
(
ϑ0(ERSS)o

ϑ1(ERSS)o

)
=
Sxy

Ȳ X̄

[
1

r2

(
(r − 1)

2

(
Sxy(1) + Sxy(r)

)
+ Sxy( r+1

2 )

)]
If the sample size is even and (j) represents the ERSS design, expectaions of ϑ

terms are given by

E
(
ϑ20(ERSS)e

)
=

1

Ȳ 2

[
1

2r

(
S2
y(1) + S2

y(r)

)]
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E
(
ϑ21(ERSS)e

)
=

1

X̄2

[
1

2r

(
S2
x[1] + S2

x[r]

)]

E
(
ϑ0(ERSS)e

ϑ1(ERSS)e

)
=

1

Ȳ X̄

(
1

2r

(
Sxy(1) + Sxy(r)

))
Writing ȳEN(j) given in Equation 5 with ϑ terms, extracting Ȳ and squaring

both sides we get MSE of generalized estimator ȳEN(j) under (j) design as

MSE
(
ȳEN(j)i

)
= E

(
Ȳ 2ϑ20(j) +B2

i X̄
2ϑ21(j) + α2ψ2Ȳ 2ϑ21(j) − 2BiȲ X̄ϑ0(j)ϑ1(j)

−2αψȲ 2ϑ0(j)ϑ1(j) + 2αψBiȲ X̄ϑ
2
1(j)) (12)

where ψ =
FX̄

FX̄ +G

MSE
(
ȳEN(j)i

)
= V

(
ȳ(j)
)
+B2

i V
(
x̄[j]
)
+ α2R2

FGV
(
x̄[j]
)
− 2Bi cov

(
x̄[j], ȳ(j)

)
−2αRFG cov

(
x̄[j], ȳ(j)

)
+ 2αRFGBiV

(
x̄[j]
)

(13)

where RFG =
FȲ

FX̄ +G
and Bi robust betas calculated with Huber M, LMS, Huber

MM, S, LAD or LTS of population.
We can get MSEs of estimators given in Equation6-10 using Equation12 easily

putting related expectations and suitable F and G values of each design. The RFGs

for the estimators in Equation6-10 can be given as RFG1 = Ȳ
X̄
, RFG2 = Ȳ

X̄+Cx
,

RFG3 = Ȳ
X̄+β2(x)

, RFG4 = Ȳ
X̄+q1(x)

, RFG5 = Ȳ
X̄+q3(x)

respectively.

4. Proposed Robust Regression type Estimators in RSS, ERSS and
QRSS

We can define the following estimators for the population mean of the study
variable in RSS, ERSS and QRSS design as follows

ȳE(j) =
[
ȳ(j) + bi(j)

(
X̄ − x̄[j]

)]
exp

(
X̄ − x̄[j]

X̄ + 2F + x̄[j]

)
(14)

where F represents the coefficient of variation, kurtosis and quarters Cx, β(x), q1(x),
q3(x) or any known population information of auxiliary variable. j represents the
sampling design such as RSS, ERSS and QRSS and bi(j) is robust regression co-
efficient as defined in Section3. For particulars about all these robust regression
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methods, researchers are referred to Koyuncu and Al-Omari [4]. We have gener-
ated some members of ȳE(j) as ȳE(j)1-ȳE(j)5 setting F=1, Cx,β(x), q1(x) and q3(x)
respectively in Table2-Table4 under (j) design.

The MSE of ȳE(j) is given by

MSE
(
ȳE(j)

)
= V

(
ȳ(j)
)
+B2

i V
(
x̄[j]
)

+
1

4
R2

FiV
(
x̄[j]
)
− 2Bi cov

(
x̄[j], ȳ(j)

)
−RFi cov

(
x̄[j], ȳ(j)

)
+RFiBiV

(
x̄[j]
)

(15)

where RFi =
Ȳ

X̄+Fi
, Bi is robust regression betas using ith robust method, (j)

represents RSS, ERSS and QRSS designs. One can easily obtain the spesific MSE
from Eq.11-12 putting expectation terms belong to design.

5. Numerical Study

If a dataset contains outlying observations, classical methods can be affected
by outliers. To obtain more reliable results in the estimation, different diagnostic
methods and robust tools are used to determine the effect of these observations on
the predictions. With robust methods, estimates that are insensitive to the effects
of outliers and extreme values, can be obtained with little or no sensitivity. Moving
in this direction, in this study, we considered robust methods for the estimation of
population mean. To see the performance of robust regression type estimators of the
population mean under RSS, ERSS and QRSS sampling designs, a numerical study
is considered. A real data is used to observe the performances of the estimators
concerning BMI as a study variable and the weight as an auxiliary variable for 800
people in Turkey in 2014. In Table 1, the summary of population information about
BMI (Y) and weight (X) variables are given.

Table 1. Population information about Body Mass Index (Y) and
Weight (X) variables

N = 800 Ȳ = 23.776
X̄ = 67.558 Cx = 0.2047
ρ = 0.8674 Cy = 0.1763
q1(x) = 56 q3(x) = 78
β2(x) = 0.2318 R = 0.3519

§2x = 191.295 §2y = 17.5804

The scatter plot of BMI data is given in Figure1. As seen in Figure1, the data are
not normally distributed and it is observed that some observations in the dataset
are outliers. For this reason, the use of robust methods is found appropriate for this
dataset. For application we have assumed that r=9 set, m=10 cycle, n=m*r=90
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sample size and calculated theoretical MSE for each design using Equations 13 and
15.

The MSE and PRE of Koyuncu and Al-Omari [4] and the proposed estimators
have been calculated under RSS and the results are given in Table 2. The MSE
and PRE of Koyuncu and Al-Omari [4], Zaman and Bulut [14] adapted estimators
and the proposed estimators for ERSS and QRSS designs are given in Table 3 and
Table 4, respectively.

Figure 1. Scatter plot of BMI data

The numerical study can be summarized as follows:
The highest PRE values of Koyuncu and Al-Omari [4] and proposed estimators un-
der RSS design are 132.55 and 316.81 respectively (see Table 2). From these values
we can say that, for all estimators under RSS design, the best estimator is ȳ(RSS)3

suggested estimator that used kurtosis of auxiliary variable and LMS robust beta.
So, it is concluded that this proposed estimator is approximately three times more
effective than other estimators.
The highest PRE values of adapted estimators of Zaman and Bulut [13] and Koyuncu
and Al-Omari [4] and proposed estimators under ERSS design are 125.23; 132.47
and 316.70 respectively (see Table 3). From these values we can say that, for all
estimators under ERSS design, the best estimator is ȳE(RSS)3 suggested estimator
that used kurtosis of auxiliary variable and LMS robust beta. So, it is concluded
that this proposed estimator is approximately three times more effective than other
estimators.
The highest PRE values of adopted estimators of Zaman and Bulut [13] and Koyuncu
and Al-Omari [4] and proposed estimators under QRSS design are 125.57; 133.15
and 322.25 respectively (see Table 4). From these values we can say that ,for all
estimators under QRSS design, the best estimator is ȳQ(RSS)3 suggested estimator
that used kurtosis of auxiliary variable and LMS robust beta. So, it was concluded
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that this proposed estimator is approximately three times more effective than other
estimators. In conclusion, QRSS have the best performance of all proposed estima-
tors in other set sampling designs and LMS have the best performance of all robust
methods.

6. Conclusion

We considered robust methods for robust-RTE for mean estimation in RSS,
ERSS and QRSS. Firstly, recent proposed robust estimators have been examined.
Then, theoretical results for different sampling designs RSS, ERSS and QRSS have
been extended. A new exponential-robust- RTE of population mean is proposed
and MSEs and PREs of the robust regression type estimators are also obtained
for each designs. The existing estimators and proposed estimators have been com-
pared. In conclusion, the suggested estimators perform better than present Zaman
and Bulut [14] and Koyuncu and Al-Omari [4] estimators. Also, we demonstrated
that the suggested estimator is more effective than adapted estimators of Zaman
and Bulut [14] and Koyuncu and Al-Omari [4] in ERSS and QRSS. To see the per-
formance of proposed estimators, we have carried out a numerical study applying
on a real data set. When the results of the study are examined, the findings are
summarized as follows. The estimators suggested based on the robust methods un-
der RSS designs have better performance over SRS. Also, according to the results
obtained from the numerical study, the best method among ranked set sampling
methods is QRSS method and it is concluded that the best method among robust
methods is LMS. In the light of these results, we desire to develop new estimators
in other RSS methods in oncoming studies.
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ȳ
E
(E

R
S
S
)2

0
.8
1
5

0
.9
1
5

0
.8
3
1

0
.8
3
6

0
.6
1
9

0
.8
7
9

0
.8
3
9

2
8
6
.8
3

2
8
9
.8
6

2
9
7
.0
1

2
9
6
.5
5

3
1
3
.6
3
*

2
9
2
.8
7

2
9
6
.3

ȳ
a
n
(E

R
S
S
)3

0
.8
2
6

0
.9
2
7

0
.8
4
2

0
.8
4
7

0
.6
2
6

0
.8
9
1

0
.8
5
0

2
8
8
.8
2

2
9
1
.6
9

2
9
9
.0
7

2
9
8
.5
8

3
1
6
.7
0
*
*

2
9
4
.7
8

2
9
8
.3
4

ȳ
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