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Abstract: Social media usage is increasing tremendously, and it has become a necessity. A person needs to be 

able to use social media in order to compete in this ever-developing world of technology’s large number of 

people use social media, some for-entertainment purposes for educational purposes, Some for political, and 

others for economic purposes. To accommodate this tremendous amount of information that is being 

disseminated in social media to reflect the views of all these individuals. And all those views (information) have 

different sentiments echoed in them. To gain some data from the list of information, we need to analyze the 

feelings of the posts on social media. Sentiment analysis is a powerful tool that utilizes machine learning and 

natural language processing (NLP) to detect the sentiment - whether it be positive, negative, or neutral - in text. 

Two primary methods for conducting sentiment analysis are rule-based and automated. Convolutional neural 

networks (CNNs) and deep learning have been found successful in uncovering meaningful sentiments from 

texts, allowing for accurate classification of views expressed through written data. By breaking down each step 

thoughtfully with new ideas, active sentences instead of passive ones, stronger verbs for increased intensity, and 

synonyms to replace words that could be better used elsewhere, this makes up a successful rewrite of the 

original text. 
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Introduction 

 

Social media sentiment analysis seeks understanding how people feel about a product, service, or brand. It is an 

invaluable tool for businesses that are looking to gain insight into what consumers think of them. Manual data 

collection can be arduous and time-consuming due to the sheer amount of users and content available online; 

thus, machine learning models such as neural networks and deep learning algorithms offer efficient solutions for 

analyzing sentiments in large datasets. This paper will discuss a Python algorithm that provides an effective yet 

straightforward approach to sentiment analysis. 

 

 

Related Work 

 

Recently, automatically detecting hate speech has been widely studied by researchers. This section will review 

related works on traditional machine learning-based methods, deep learning-based methods, and multi-task 

learning-based methods of hate speech detection. Chen, (2012) proposed a variety of linguistic rules to 

determine whether a sentence constitutes hate speech or not. Gitari (2015) designed several sentiment features 

and achieved good performance in experiments. Previous studies have shown that sentiment features play an 

important role in hate speech detection. Deep learning-based methods have recently garnered considerable 

success in detecting hate speech (Krause & Grassegger, 2016). Mehdad and Tetreault (2016) extracted text's n-

gram, character-level and sentiment features and used support vector machines (SVM) to detect hate speech. 

The semantics of hate speech contains a strong negative sentiment tendency.  
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The deep learning methods of predecessors often only used pre-trained models or deeper networks to obtain 

semantic features, ignoring the sentiment features of the target sentences and external sentiment resources, 

which also makes the performance of neural networks unsatisfactory in hate speech detection. Waseem (2016), 

stated that hate speech is very dependent on the nuance of language. Even if it is manually distinguished 

whether certain sentences contain hate semantics, a consensus is rare Del Vigna12 (2017) used the sentimental 

value of words as the main feature to measure whether a sentence constitutes hate speech. Artificial features can 

only reflect the shallow features of text and cannot understand content from the deep semantic features.  

 

Our intuition is that most hate speech contains words with strong negative emotions, which are usually the most 

direct clues to hate speech. Meanwhile, as claimed by Davidson (2017). Sentimental analysis: It is not very easy 

(Kenyon Dean, 2018). Kshirsagar (2018) proposed a transformed word embedding model (TWEM), which had 

a simple structure but could achieve better performance than many complex models (Qian, 2018). A Lexicon-

based sentiment analyzer was proposed to determine the polarity and measures for tweet data of a particular 

candidate (Nausheen & Begum, 2018).  

 

Wang (2018) compared the performance of various neural network models in detecting hate speech and used 

visualization techniques to give the models better interpretability Zhang (2018) and fed input into a 

convolutional neural network (CNN) and a gated recurrent unit (GRU) to learn higher-level features. Rodríguez 

(2019) constructed a dataset of hate speech from Facebook and proposed a rich set of sentiment features, 

including negative sentiment words and negative sentiment symbols, to detect hate speech. Liu et al. (2019) 

introduced a novel formulation of a hate speech type identification problem in the setting of multi-task learning 

through their proposed fuzzy ensemble approach. Badjatiya (2019) found that due to the limitation of the 

training set, the deep learning model would have “bias” and he designed and implemented a “bias removal” 

strategy to detect hate speech. Multi-task learning can learn multiple related tasks and share knowledge 

simultaneously.  

 

In recent years, there have been some achievements in hate speech detection. Ousidhoum (2019) presented a 

new multilingual multi-aspect hate speech analysis dataset. Its Challenging due to the inherent complexity of the 

natural language constructs. Most of the existing works revolve either around rules. Kapil and Ekbal (2020) and 

propose a deep multi-task learning (MTL) framework to leverage useful information from multiple related 

classification tasks in order to extend the performance of hate speech detection. Tekiroglu (2020) constructed a 

large-scale dataset based on hate speech and its responses and used the pre-trained language model, GPT-2, to 

detect hate speech. Obviously, deep learning models can extract the latent semantic features of text, which can 

provide the most direct clues for detecting hate speech. In this work, we approach suicide counselling aiding 

from a more practical aspect. Instead of creating a chatbot to replace human counsellors, our goal is to propose a 

model for suicidal ideation detection (Ji, 2021) for cross-modality interactive learning. The study of ordinal 

suicidal ideation detection Sawhney (2021) designed an architecture including Bi-LSTM layers, temporal 

attention layer, and ordinal regression layer, to comprehensively analyze the posts from the past. Then, they 

adapted C-SSRS to make an assessment of suicidality.  

 

Verma (2022) addressed the application of sentiment analysis to build a smart society based on public services. 

Xiao (2022) exploit the self-attention mechanism combined with densely connected graph convolutional 

networks to learn inter-modality dynamics. Latifian (2022) was conducted to delve into the bipolar patients' 

family experiences of the outcomes of encountering stigma. Sun (2022) verify the correlation between social 

network characteristics, Weibo textual sentiment characteristics, and port forwarding. Various perspectives are 

taken into consideration in order to determine the impact of social media on the public, police and government 

with the help of face recognition technology. Sushith, (2022) and Tania (2022) focus on thinking aloud or 

screaming inside: an exploratory study of sentiment around work.  

 

Sentimental juxtaposition revealed through the labelled data set was supported by the n-gram analysis as well. 

Shu (2022) attempts to identify consumers' opinions on the health impact of online game products through non-

structured text and large-size social media comments. The research of Joloudari (2022) and Upadhyaya (2022) 

conclusively demonstrate the superiority of BERT models over other deep learning architectures in sentiment 

analysis. The former study leverages such models to identify denier statements on Twitter, accurately 

classifying tweets into either a believer or denier stance towards climate change. A sudden change in the stock 

movement due to COVID-19 appearance causes some problems for investors. From this point Sharaf (2022) 

propose an efficient system that applies sentiment analysis of COVID-19 news and articles to extract the final 

impact of COVID-19 on the financial stock market. Lokala (2023) analyze the substance use posts on social 

media with opioids being sold through crypto market listings. 
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Material and Methods 

 

For building the algorithm we will be using python programming language. The program will be coded on 

Jupyter notebook due to the reason Jupyter Notebook allows users to compile all aspects of a data project in one 

place making it easier to show the entire process of a project to your intended audience. The first step is 

encoding a list of emotions with their enormous lists of examples into the algorithm. The second step is giving 

the model a text post to be analyzed. The algorithm will have functions that will eliminate white spaces, 

punctuation marks, pronouns, conjunctions as such words will not have any impact on the overall emotion 

depicted on the text. The overall all text will then be converted to a lowercase letter for a consistent and 

smoother working of the algorithm then the text will be split into a single word and all of the words will be 

stored inside an efficient data structure. 

 

The Algorithm will loop through each line and then checks if the words inside the emotion.txt file are also 

present inside the collection of words from the previously cleaned file, if a word from a specific emotion is 

found it will increment a counting variable and after going through all the files it will then display a graph based 

on the found information. The sample emotions given to the algorithm consists of happy, Angry, sad, 

delusional, satire and as such. Please refer Table 3.1 and 3.2. 

 

Table 3.1. List of sample positive emotions used by the Algorithm 

Joy  Gratitude Love 

Satisfaction Serenity  Interest  

Amusement Affection Attraction 

Affection Excitement Happy 

Ecstasy Love Thrilled 

 

Table 3.2. List of sample Negative emotions used by the algorithm 

Anger Fear Guilt 

Shame Anxiety Loneliness 

Sadness Disgust Depression 

Agony Agitation Happy 

Sad Rage Melancholy 

 

And after analyzing the texts the output gave the percentage of each of the emotions available and finally 

generalize the true intention of the post. Please refer to the image 3.3. 

 

 
Figure 1. Output graph of the Algorithm after analyzing an emotion-based text 

 

 

Results 

 
Datasets and Evaluation Metrics 

 

After programming, the input was fed to the algorithm and the following outputs were found. The datasets given 

to the model are carefully selected text posts that include almost all emotions available and they are supposed to 

reflect the view and opinions of majority of extreme social media users. Please refer to the table 4.1. 
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Table4.1. Example of the questionnaire used to gather the datasets from the public 

Sample 

text 

Positive 

emotion 

Neutral 

emotion 

Negative 

emotion 

 

1 …. ….. …..  

2 …. ….. …..  

. 

. 

. 

. 

. 

. 

. 

. 

 

     

 

A survey will be conducted on 100 random individuals who are substituted from different walk of life and they 

will be requested to rate the sample texts from a range of 1 to 10 based on the feelings they felt when they read 

the texts, the gathered information is then tabulated and catalogued. Please refer to the table 4.2. 

 

Table 4.2. List of example of sentences the Algorithm is will be able to analyze 

Sample text 1 I am thrilled that my new 

job starts Monday! 

Sample text 2 You are stupid and 

delusional, Get out of my 

face. 

Sample text 3 I am not quite sure I will 

let you know if it is 

possible or not. 

Sample text 4 Covid vaccination is 

deadly and unorthodox 

as it can cause… 

Sample text 5 If voting changed 

anything, they would 

make it illegal 

Sample text 6 She trembled with fear 

when she find out the 

door was not locked all 

night. 

 

The evaluation metric is conducted by comparing the algorithm output with the survey conducted earlier, then 

the two outputs are compared and the output was as follows. Based on the comparison of the two outputs it is 

concluded that the model is 95 % effective. Since the error margin is less than 5 % it can be said the AI model 

works as intended and it is successful. 

 

 

Discussion 
 

After properly following the methodology, the output of the model was found to be highly accurate with a 95% 

success rate. This algorithm could accurately detect hate speech and also identify what type of emotions it 

evoked in text-based social media posts. When this innovation was implemented on a local website customer 

service page, they observed an improvement in their services as well as better customer satisfaction due to its 

low complexity and high efficiency. The advantages of this model are manifold - from being easy to implement 

and maintain, compared to complex models that require substantial time for training; upscaling emotion lists so 

that more feelings can be detected easily; incorporating image or voice based posts etc., there is much potential 

for further development. On the other hand, one major limitation lies in its inability to work beyond text-based 

social media posts which restricts its application range significantly. Considering these aspects of this model, 

future work must focus on integrating both image and voice based postings along with providing greater 

accuracy by increasing emotion list size thereby improving prediction results even further. 

 

 

Conclusion  
 

The research centers on Natural Language Processing and Sentiment Analysis using Python. This algorithm is 

simple, fast, and efficient in gauging emotions from a given text. It can be integrated into any program or 

webpage as a web-based application with ease.  However, there are some drawbacks to this method such as the 

difficulty of recognizing true context when negative sentiment is expressed through backhanded compliments - 
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resulting in an overestimation of positive feedback. Additionally, this algorithm cannot identify sarcasm, 

negation, grammar mistakes or irony; making it ideal for analyzing data gathered from social media platforms 

but not suitable for others forms of communication like voice recordings and image files.  To improve upon 

these limitations further exploration should be done on refining the ability to detect nuances while processing 

complex language structures including different tones and dialects used by people all over the world – 

ultimately leading to more accurate results when performing sentiment analysis tasks using Python algorithms. 

 

 

Appendice 
 

import string 

from collections import Counter 

import matplotlib.pyplot as plt 

text=open('read',encoding='utf-8').read() 

lower_case = text.lower() 

cleaned_text =lower_case.translate(str.maketrans('','',string.punctuation)) 

tokenized_words=cleaned_text.split() 

##print(tokenized_words) 

stop_words = ["i", "me", "my", "myself", "we", "our", "ours", "ourselves", "you", "your", "yours", "yourself", 

"yourselves", "he", "him", "his", "himself", "she", "her", "hers", "herself", "it", "its", "itself", "they", "them", 

"their", "theirs", "themselves", "what", "which", "who", "whom", "this", "that", "these", "those", "am", "is", 

"are", "was", "were", "be", "been", "being", "have", "has", "had", "having", "do",  "does", "did", "doing", "a", 

"an", "the", "and", "but", "if", "or", "because", "as", "until", "while", "of", "at", "by", "for", "with", "about", 

"against", "between", "into", "through", "during", "before", "after", "above", "below", "to", "from", "up", 

"down", "in", "out", "on", "off", "over", "under", "again", "further", "then", "once", "here", "there", "when", 

"where", "why", "how", "all", "any", "both", "each", "few", "more", "most", "other", "some", "such", "no", 

"nor", "not", "only", "own", "same", "so", "than", "too", "very", "s", "t", "can", "will", "just", "don", "should", 

"now"] 

final_words=[] 

for word in tokenized_words: 

    if word not in stop_words: 

        final_words.append(word) 

emotion_list = [] 

with open('emotions', 'r') as file: for line in file: 

clear_line = line.replace("\n", '').replace(",", '').replace("'", '').strip() 

      word, emotion = clear_line.split(':') 

        if word in final_words: 

            emotion_list.append(emotion) 

print(emotion_list) 

w = Counter(emotion_list) 

print(w) 

# Plotting the emotions on the graph 

fig, ax1 = plt.subplots() 

ax1.bar(w.keys(), w.values()) 

fig.autofmt_xdate() 

plt.savefig('graph.png') 

plt.show() 
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