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1. Introduction 
In contemporary times, energy efficiency and power 

conversion are fundamental requirements in modern 

electronic systems. DC-DC converters encompass 

numerous topologies widely employed for power 

conversion purposes. These topologies are significant in 

achieving energy efficiency and power conversion in 

electronic systems. Power converter topologies 

transform a source voltage into a different voltage level 

and typically exhibit circuit structures characterized by 

high efficiency, low noise, and fast response time 

(Umanand, 2009; Rashid, 2010; Volkov, 2015; Rashid, 

2017) 

Generally, the operating principles of DC-DC Converters 

can be analyzed within two major categories: DC-DC 

linear and DC-DC switched-mode converters. DC-DC 

linear converters utilize the principle of linear regulation 

to control the input voltage and maintain the output 

voltage at a specific level, operating as active power-

controlled converters. Energy flow is often controlled 

using a transistor or an electronic switch. The advantages 

of DC-DC linear converters include low power 

consumption, low cost, simple design requirements, and 

precise voltage regulation to maintain the desired output 

voltage. The disadvantage of DC-DC linear converters is 

typically their low efficiency. Therefore, DC-DC linear 

converters are typically used to regulate the input 

voltage to a constant output voltage in low-power 

applications. On the other hand, DC-DC switched-mode 

converters or switched-mode power supplies are 

commonly preferred in applications requiring high 

power or where energy efficiency is critical. In these 

converters, switches such as transistors, MOSFETs, 

IGBTs, etc. control the energy flow. DC-DC switched-

mode converters offer numerous advantages. In the 

presence of voltage oscillations, unbalanced loads, and 

similar situations, it provides high efficiency by utilizing 

feedback control mechanisms to maintain the desired 

output voltage. By rapidly switching the switches, energy 

losses are minimized, resulting in more effective energy 

conversion. These converters can be utilized in various 

power levels, from low-power to high-power 

applications. However, DC-DC switched-mode converters 

also have some disadvantages. The design, control, and 

implementation of DC-DC switched-mode converters can 

be complex. The correct timing and control of the 

switches may require additional electronic components 

or control algorithms (Middlebrook and Slobodan, 1976; 

Bose, 2002; Ogata, 2010; Rashid, 2010; Basso, 2014; 

Kazimierczuk, 2015; Erickson and Maksimović, 2020; 
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Bose, 2020). 

Switched-Mode Power Supplies (SMPS) encompass 

different configurations, such as isolated and non-

isolated configurations. Isolated converters basically 

include flyback converter, forward converter, and full-

bridge converter. On the other hand, non-isolated 

converters consist mainly of Buck Converter, Boost 

Converter, and Buck-Boost Converter. In this paper, the 

Buck Converter, which is commonly used among non-

isolated DC-DC SMPS, has been discussed. The DC-DC 

Buck Converter is an electronic circuit that efficiently 

steps down the energy from power sources to produce 

the desired output voltage at a lower voltage level 

(Moorthi, 2005; Ogata, 2010; Rashid, 2010; Rashid, 2017; 

Suntio and Messo, 2019).  

In DC-DC Buck Converters, the output voltage must reach 

the desired value quickly and accurately, directly 

affecting the converter's performance. However, voltage 

fluctuations and load changes can cause the output 

voltage to deviate below or above the desired value. 

Therefore, various control methods are employed to 

optimize the converter's performance. Pulse-Width 

Modulation (PWM) and Frequency Modulation (FM) are 

the two main techniques used to control the output 

voltage of the DC-DC Buck Converter. In the PWM 

method, the converter's switches are turned on and off at 

a specific frequency, creating pulses. This method 

includes control methods such as voltage mode and 

current mode control. In the FM method, the switching 

frequency is continuously changed to achieve a constant 

pulse. Both of these control techniques are used to keep 

and control the output voltage of the DC-DC Buck 

Converter at the desired level. In this paper, the voltage 

mode PWM control method has been employed to adjust 

the output voltage of the DC-DC Buck Converter to the 

desired level (Middlebrook and Slobodan, 1976; Mohan 

and Tore, 2003; Umanand, 2009; Basso, 2014; Suntio and 

Messo, 2019; de 2021).  

The voltage mode PWM control method is a widely used 

method in DC-DC converters to precisely adjust the 

desired output voltage by changing the pulse width of the 

switching signal. The output voltage is continuously 

measured and compared to the reference value. As a 

result of this comparison, an error signal is obtained, 

which is then fed back into the converter's switching 

circuit. The switching frequency and amplitude are 

adjusted based on the characteristics of this error signal. 

As a result, the output voltage is maintained at the 

desired level. The voltage mode PWM control method 

offers advantages such as superior voltage regulation, 

high precision, low output impedance, and stable 

operation. Additionally, its ability to respond rapidly to 

changes in output voltage makes it applicable to various 

applications (Mohan and Tore, 2003; Moorthi, 2005; 

Umanand, 2009; Basso, 2014; Kazimierczuk, 2015; 

Rashid, 2017; de Azpeitia, 2021).  

In voltage mode PWM control, various control methods 

are employed to precisely adjust the pulse width of the 

switching signal to achieve the desired output voltage: 

Proportional-Integral-Derivative (PID) Controller, Lead 

Compensator, Lag Compensator, Lag-Lead Compensator, 

etc. The PID Controller provides a fast response and 

appropriate settling times within the feedback loop. The 

P term rapidly adjusts the output voltage; the I term 

corrects steady-state errors; the D term enhances the 

system response speed. Similarly, compensator methods 

are control strategies that enable a DC-DC Converter to 

respond quickly to various load and input voltage 

conditions and ensure stability in the output voltage. This 

control system continuously measures the output voltage 

through a feedback loop and performs corrective actions. 

The Lead Compensator, one of the most commonly used, 

is typically employed to increase the Phase Margin (PM) 

value and speed up the system response. However, it 

might decrease the system's Gain Margin (GM) value. 

Conversely, the Lag Compensator is predominantly used 

to boost the Gain Margin value and diminish Steady-State 

Errors (SSE). However, it can reduce the Phase Margin 

value. Given the necessity to strike a balance between 

Phase and Gain Margin values, the Lag and Lead 

Compensator methods are usually used in conjunction. 

The term "Phase Margin" mentioned here indicates how 

close the phase of a control system is to -180 degrees at 

the frequency where the system's gain crosses 0 dB in 

the Bode Plot of the frequency response. In other words, 

it shows how close the phase is to -180 degrees when the 

system's frequency is at 0 dB. Systems with higher Phase 

Margins are typically more resilient to phase 

disturbances caused by external factors. Ideally, the 

Phase Margin should be between 45 to 60 degrees. On 

the other hand, "Gain Margin" indicates how close the 

magnitude of the system is to 0 dB at the frequency 

where the system's phase is at -180 degrees. In other 

words, it shows how close the magnitude is to 0 dB when 

the phase is at -180 degrees. A system with higher Gain 

Margin is generally more robust against magnitude 

disturbances caused by external factors. Ideally, the Gain 

Margin should be at least 6 to 10 dB (Franklin et al., 

2002; Moorthi, 2005; Pressman, 2009; Ogata, 2010; 

Bishop and Dorf, 2011; Rashid, 2017; Nise, 2020; de 

2021). 

Various control methods can be combined to achieve 

desired performance objectives in voltage mode PWM 

control for DC-DC Converters. There are numerous 

studies related to combined control methods. In (Feng et 

al., 2023), a temperature control process was carried out 

using a PID Controller in conjunction with the PWM 

method (Qu et al., 2023), Fuzzy Logic and PWM methods 

were used together, and it was reported that this 

structure provided better performance than a PID 

controller. Amaral and Antonio (2022a), presented PWM 

signal generation in connection with a Type-II Controller 

for a non-isolated DC-DC Buck Converter. In Zebet et al. 

(2021), Adaptive-PI (A-PI) and Adaptive-Sliding Mode 

Controller (A-SMC) have been used together. Garg et al. 

(2015), PI Controller and Lead Compensator control 



Black Sea Journal of Engineering and Science 

BSJ Eng Sci / Kübra DOĞAN and Bülent DAĞ        74 
 

methods have been used together to regulate the output 

voltage based on frequency domain characteristics. 

As mentioned in the previous paragraph, various 

advantages can be obtained when control methods are 

used together. Among these advantages are reaching the 

desired output voltage value quickly and accurately, 

reducing fluctuations in the output voltage, increasing 

stability, responding rapidly to load changes, and 

maintaining the output voltage at the desired level. 

Furthermore, the option to try different combinations of 

control methods provides design flexibility. However, 

combining multiple control methods can also lead to a 

complex design process that requires precise analysis 

and careful calibration to prevent potential instability 

(Franklin et al., 2002; Ogata, 2010; Rashid, 2017; Nise, 

2020). 

This paper aims to provide an effective and optimal 

approach for achieving the desired performance in DC-

DC Buck Converters using voltage mode PWM control by 

combining PI Controller and Lead Compensator methods. 

This combination reduces output voltage fluctuations 

and enhances stability by enabling quick and precise 

attainment of the desired output voltage. The PI 

Controller measures the output voltage through a 

feedback loop and calculates the errors that need to be 

corrected. On the other hand, the Lead Compensator 

allows faster dynamic response by reaching the desired 

output voltage more quickly. During this integrated 

design process, obtaining the most appropriate settings 

to address instability issues and meet the desired 

performance goals effectively is crucial. In this integrated 

design process, obtaining the most suitable settings is 

crucial to address instability issues and effectively meet 

the desired performance goals. At this stage, utilizing 

heuristic algorithms, which is the most significant 

contribution of this publication, allows practical solutions 

and optimal adjustments for the complex design process 

(Franklin et al., 2002; Pressman, 2009; Bishop and Dorf 

2011; Eiben and James, 2015; Erickson and Maksimović, 

2020). 

Heuristic algorithms are problem-solving algorithms that 

aim to obtain good results close to the desired values by 

evaluating various alternatives within a reasonable time 

without placing too much emphasis on the provability of 

the result. They do not guarantee that the best result will 

always be obtained because they are approximation 

methods. However, they generally reach a solution path 

that is quick, easy, and closest to the best possible 

outcome (Glover and Gary, 2006; Yang, 2020). 

Different heuristic algorithms can be used in the 

controller design: Genetic Algorithm, Particle Swarm 

Optimization, Simulated Annealing, etc. These methods 

provide effective options for exploring and improving 

design parameters. It is important to note that each 

algorithm offers a different approach to optimize the 

complex design process and enhance performance by 

meeting design criteria. These algorithms have various 

advantages and disadvantages. Therefore, selecting a 

suitable algorithm based on design requirements and 

priorities is crucial (Glover and Gary, 2006; Eiben and 

James 2015; Yang, 2020). 

The most significant contribution of this paper is the 

utilization of the Simulated Annealing (SA) Algorithm to 

optimize the complex design process and enhance the 

performance of DC-DC Buck Converters. The SA 

Algorithm has facilitated the design process by 

optimizing the parameters of the PI-Lead Compensator 

used in the voltage mode PWM control method for fast 

and optimum adjustment of the desired output voltage in 

the DC-DC Buck Converter system. 

The SA Algorithm is a search algorithm that seeks the 

best solution while navigating the potential solution 

space when determining an objective function that needs 

to be optimized. As the algorithm randomly traverses the 

solution space, it keeps the current solution open to 

changes and improvements for an acceptable period. In 

this way, by searching across a broad area of design 

parameters, it explores potential solutions for better 

performance (Glover and Gary, 2006; Chibante, 2010). 

The SA Algorithm can offer numerous advantages when 

used in compensator design. First, its ability to explore 

design parameters by searching within an ample solution 

space can improve the output performance of the DC-DC 

Buck Converter. Another advantage of the algorithm is its 

flexible structure, which can be adapted to different 

design objectives. Furthermore, taking random steps in 

the complex design space can resist challenges such as 

balancing problems and adjusting difficulties while 

approaching the global optimum. However, using the SA 

Algorithm in compensator design can also entail certain 

disadvantages. For instance, in scenarios with many 

parameters to optimize, computational time and 

resource requirements may increase (Glover and Gary, 

2006; Yang, 2020). 

In the design of the DC-DC Buck Converter, for the SA 

Algorithm to function efficiently, it is essential to define 

the objective functions correctly. The need for a precise 

mathematical formula for the DC-DC Converters has been 

a complicating factor in their design. Therefore, in these 

converters, correct analysis and modeling of the system 

are essential to achieve the desired performance. This 

analysis can be conducted using various mathematical 

modeling methods, such as state-space models, transfer 

functions, small-signal linearization and compact models. 

These methods play a significant role in the design and 

optimization process of the converters (Bose, 2002; 

Mohan and Tore, 2003; Chibante, 2010; Rashid, 2010; 

Erickson and Maksimović, 2020). 

Another contribution of this paper is using the duty-

cycle-to-output-voltage transfer function method, 

obtained with the state-space averaging technique, for 

the mathematical model of DC-DC Buck converters. 

Considering the circuit's dynamics, this technique takes 

long-term averages at the circuit's operating frequency. 

Thus, the obtained transfer function describes the 

relationship between the circuit's duty cycle and the 
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output voltage. As a result, it becomes possible to obtain 

results that are close to the system responses. Due to its 

ease of use, the transfer function method is preferred 

over other mathematical modeling techniques, such as 

state-space representation, small-signal linearization, 

and compact models. It provides significant ease in the 

design and optimization process (Franklin et al., 2002; 

Pressman, 2009; Corradini, 2015). 

Another significant contribution of this article is 

considering the parasitic components while deriving the 

transfer function of the DC-DC Buck Converter circuit. 

The goal is to obtain a more detailed mathematical model 

than the standard DC-DC Buck Converter transfer 

function to achieve accurate results that closely resemble 

the system responses (Franklin et al., 2002). 

When the detailed extracted transfer function of the DC-

DC Buck Converter system is analyzed for frequency and 

step response reactions, it is often observed that the PM 

value is low, and the Gain Crossover Frequency (GCF) or 

bandwidth remains constant at low frequencies. 

Additionally, the SSE value in an unregulated Buck 

Converter is generally very high. So, without a feedback 

loop or control algorithm, there can be a significant 

overshoot and some error in the output voltage. 

Therefore, designing the most suitable controller is of 

great importance to achieve the desired performance 

characteristics of the system. Thanks to the SA Algorithm, 

the error margin is almost reduced to zero, aiming to 

achieve a fast and accessible design (Mohan and Tore, 

2003; Ogata, 2010; Rashid, 2010; Garg et al., 2015; 

Erickson and Maksimović, 2020). 

The most significant contribution of this paper is the 

utilization of the Simulated Annealing Algorithm to 

optimize the PI-Lead Compensator parameters in a DC-

DC Buck Converter system based on the accurate and 

detailed analysis of the mathematical model. In this 

optimization process, the PI-Lead Compensator 

parameters are optimized to bring critical values such as 

PM, GCF, and SSE to the desired levels, aiming to improve 

the system's performance accordingly. 

The remainder of this paper is organized as follows. 

Section 0 presents a mathematical model of the Buck 

Converter system. This model incorporates parasitic 

components for realistic system response. The technique 

of state-space averaging is employed to derive the duty-

cycle-to-output-voltage transfer function. Section 0 lays 

out the detailed design of a PI-Lead Compensator added 

to the Buck Converter system. This state facilitates 

Closed-Loop voltage mode PWM Control. In Section 0, the 

process of tuning the parameters of the PI-Lead 

Compensator using the Simulated Annealing Heuristic 

Optimization Algorithm is explicated. This process aims 

to improve values of the Buck Converter in both the 

frequency and time domain (PM, GCF or Bandwidth, the 

corner frequency of the PI Compensator, and SSE). 

Additionally, the open-source project, which enabled the 

optimization of PI-Lead Compensator parameters and 

performance analysis for DC-DC Buck Converters using 

the SA Algorithm and developed in MATLAB, has been 

added as Buck-Converter-PI-Lead-Compensator-SA 

(2022). Section 5 features the performance outcomes 

obtained by adapting the optimized PI-Lead 

Compensator parameters to the DC-DC Buck Converter 

system using the Simulated Annealing Algorithm. 

Following these sections, the conclusion and discussion 

parts are presented. 

The introduction should briefly place the study in a broad 

context and highlight why it is important. It should define 

the purpose of the work and its significance. The current 

state of the research field should be carefully reviewed 

and key publications cited. Please highlight controversial 

and diverging hypotheses when necessary. Finally, 

briefly mention the main aim of the work and highlight 

the principal conclusions. As far as possible, please keep 

the introduction comprehensible to scientists outside 

your particular field of research. 

 

2. Materials and Methods 
2.1. Transfer Function Mathematics Model of Dc-Dc 

Buck Converter 

The transfer function of a DC-DC Buck Converter circuit 

is a function that expresses the mathematical 

relationship between the input and output. This function 

can be derived for both ideal and non-ideal cases (Ogata, 

2010; Rashid, 2010). 

When the DC-DC Buck Converter circuit is to be analyzed 

in the ideal case, the circuit's transfer function is derived 

as if there is a precise mathematical relationship between 

the input and output, disregarding all energy losses, 

parasitic effects, and delays. In this scenario, the 

converter is considered completely efficient and a perfect 

device that accomplishes the desired conversion. 

However, in practice, achieving such an ideal converter is 

not possible due to the limitations of real-world 

components. Nevertheless, ideal transfer functions are 

helpful for analysis and understanding fundamental 

principles (Ogata, 2010; Rashid, 2010; Garg et al., 2015; 

Erickson and Maksimović, 2020). 

For non-ideal cases, the transfer functions of converters 

are derived by considering parasitic elements, energy 

losses, and other real-world effects. These transfer 

functions provide a more accurate representation of the 

behavior of real-world converters. Due to the limitations 

of real components, non-ideal transfer functions can be 

more complex, and mathematical calculations may be 

more challenging (Ogata, 2010; Rashid, 2010; Garg et al., 

2015; Erickson and Maksimović, 2020). 

The functioning modes of DC-DC Buck Converters 

significantly impact the transfer function's derivation and 

the control strategy's development. Generally, these 

converters function in two primary modes: Continuous 

Conduction Mode (CCM) and Discontinuous Conduction 

Mode (DCM) (Ogata, 2010; Rashid, 2010; Garg et al., 

2015; Erickson and Maksimović, 2020). 

The inductor current never falls to zero in the CCM. This 

mode is typically seen when the load is high. CCM is more 
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straightforward from a mathematical modeling 

perspective, assuming the continuity of the inductor 

current. On the other hand, in the DCM, the inductor 

current drops to zero for specific periods. This situation 

typically occurs when the load is lower. DCM is more 

complex from a mathematical modeling perspective as it 

needs to consider the discontinuity of the inductor 

current. Both operating modes can significantly affect the 

derivation of the transfer function and the overall 

performance and stability of the converter. Therefore, a 

detailed understanding of these operating modes is 

crucial for creating an effective control strategy (Ogata, 

2010; Rashid, 2010; Garg et al., 2015; Erickson and 

Maksimović, 2020; Nalepa, Karol and Błażej, 2020; Yang 

et al., 2020; Surya and Sheldon, 2021; Surya, Mohan and 

Sheldon, 2021; Wang, Bingwen and Hongdong, 2021; 

Amaral and Antonio, 2022b). 

The schematic representation of a non-ideal DC-DC Buck 

Converter, functioning in CCM and considering its 

parasitic impedances, is illustrated in figure 1.  The 

circuit includes a single switch (S) along with its parasitic 

resistance (rsw), a single diode (Dd) and its forward 

resistance (rd), an inductor (L) and its ESR parasitic 

resistance (rL), a capacitor and its ESR parasitic 

resistance (rc), and finally, a load resistor (R) (Ogata, 

2010; Rashid, 2010; Erickson and Maksimović, 2020). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. DC-DC buck converter circuit. 

 

The duty-cycle-to-output-voltage transfer function of the 

DC-DC Buck Converter is derived from the equations 

formed based on the on and off states of the Switch in the 

CCM. The time intervals of 0<t<dT when the Switch is on, 

the Diode is off, and dT<t<T when the Diode is on and the 

Switch is off are analyzed. The variable 'd' represents the 

duty cycle, and 'T' denotes the Switch period (Ogata, 

2010; Rashid, 2010; Erickson and Maksimović, 2020). 

Firstly, as seen in figure 2 when the Switch is on, and the 

Diode is off, the equations 1, 2 and 3 obtained for the 

Inductor Current, Capacitor Voltage, and Output Voltage 

values are as follows (Ogata, 2010; Rashid, 2010; Garg et 

al., 2015; Erickson and Maksimović, 2020). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. DC-DC buck converter circuit CCM switch on, diode off state analysis. 

 

𝐿
𝑑𝑖𝐿(𝑡)

𝑑𝑡
= −(𝑟𝑠𝑤 + 𝑟𝐿 +

𝑟𝑐𝑅

𝑅 + 𝑟𝑐
) 𝑖𝐿(𝑡) −

𝑅

𝑅 + 𝑟𝑐
𝑣𝑐(𝑡) + 𝑣𝑔(𝑡) (1) 𝐶

𝑑𝑣𝑐(𝑡)

𝑑𝑡
=

𝑅

𝑅 + 𝑟𝑐
𝑖𝐿(𝑡) −

1

𝑅 + 𝑟𝑐
𝑣𝑐(𝑡) (2) 

𝑣𝑜(𝑡) =
𝑟𝑐𝑅

𝑅 + 𝑟𝑐
𝑖𝐿(𝑡) +

𝑅

𝑅 + 𝑟𝑐
𝑣𝑐(𝑡) (3) 
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As seen in figure 3 when the Switch is off, and the Diode 

is on, the equations obtained for the Inductor Current, 

Capacitor Voltage, and Output Voltage values are as 

follows (Ogata, 2010; Rashid, 2010; Garg et al., 2015; 

Erickson and Maksimović, 2020). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. DC-DC buck converter circuit CCM switch off, diode on state analysis. 

 

𝐿
𝑑𝑖𝐿(𝑡)

𝑑𝑡
= − (𝑟𝑑 + 𝑟𝐿 +

𝑟𝑐𝑅

𝑅 + 𝑟𝑐
) 𝑖𝐿(𝑡) −

𝑅

𝑅 + 𝑟𝑐
𝑣𝑐(𝑡) (4) 

𝐶
𝑑𝑣𝑐(𝑡)

𝑑𝑡
=

𝑅

𝑅 + 𝑟𝑐
𝑖𝐿(𝑡) −

1

𝑅 + 𝑟𝑐
𝑣𝑐(𝑡) (5) 

𝑣𝑜(𝑡) =
𝑟𝑐𝑅

𝑅 + 𝑟𝑐
𝑖𝐿(𝑡) +

𝑅

𝑅 + 𝑟𝑐
𝑣𝑐(𝑡) (6) 

The transfer function of the DC-DC Buck Converter 

essential for designing the PI-Lead Compensator will be 

derived using the State-Space Averaging (SSA) method 

and the equations mentioned in equations (1), 2, 3, 4, 5 

and 6 mentioned earlier. 

The equations in matrix form obtained during the Switch 

on; Diode off condition are as follows (Ogata, 2010; 

Rashid, 2010; Garg et al., 2015; Erickson and Maksimović, 

2020). The equations in matrix form obtained during the 

Switch off; Diode on condition are as follows (Ogata, 

2010; Rashid, 2010; Garg et al., 2015; Erickson and 

Maksimović, 2020). 

Expanding upon the expressions in equations (7, 8, 9, 10 

and 11 we obtain the following equalities (Ogata, 2010; 

Rashid, 2010; Garg et al., 2015; Erickson and Maksimović, 

2020). 
 

�̇�(𝑡) = 𝐴1𝑥(𝑡) + 𝐵1𝑢(𝑡), 𝑦(𝑡) = 𝐶1𝑥(𝑡) (7) 

 

�̇�(𝑡) = 𝐴2𝑥(𝑡) + 𝐵2𝑢(𝑡), 𝑦(𝑡) = 𝐶2𝑥(𝑡) (8) 

 

𝑥(𝑡) = [
𝑖𝐿(𝑡)

𝑣𝑐(𝑡)
] , 𝑢(t) = Vg, 𝑦(t) = vo(t) (9) 

𝐴1 =

[
 
 
 
−1

𝐿
(𝑟𝑠w + 𝑟𝐿 +

𝑟𝐶𝑅

𝑅 + 𝑟𝐶
)

−𝑅

𝐿(𝑅 + 𝑟𝐶)
𝑅 −1

𝐶(𝑅 + 𝑟𝐶)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ 𝐶(𝑅 + 𝑟𝐶)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅]
 
 
 
, 𝐵1 = [

1

𝐿
0
] ,

 
𝐶1

= [
𝑟𝐶𝑅

𝑅 + 𝑟𝐶
  

𝑅

𝑅 + 𝑟𝐶
] 

(10) 

𝐴2 =

[
 
 
 
−1

𝐿
(𝑟𝑑 + 𝑟𝐿 +

𝑟𝐶𝑅

𝑅 + 𝑟𝐶
)

−𝑅

𝐿(𝑅 + 𝑟𝐶)
𝑅 −1

𝐶(𝑅 + 𝑟𝐶)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ 𝐶(𝑅 + 𝑟𝐶)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅]
 
 
 
, 𝐵2 = [

0
0
] ,

 
𝐶2

= [
𝑟𝐶𝑅

𝑅 + 𝑟𝐶
  

𝑅

𝑅 + 𝑟𝐶
] 

(11) 

The formula for the transfer function that relates the 

duty cycle to output voltage is provided in equation (12) 

(Ogata, 2010; Rashid, 2010; Garg et al., 2015; Erickson 

and Maksimović, 2020). Equations (13) and (14) 

represent the steady-state values of the duty cycle (D), 

the inductor current (IL), the output voltage (VO), and the 

input voltage (Vg), respectively. 
 

𝑣�̃�(𝑠)

�̃�(𝑠)
= 𝐶(𝑠𝐼 − 𝐴)−1𝐵𝑑 (12) 

𝐴 = 𝐴1𝐷 + 𝐴2(1 − 𝐷), 𝐶 = 𝐶1𝐷 + 𝐶2(1 − 𝐷) (13) 

𝐵𝑑 = (𝐴1 − 𝐴2) [
𝐼𝐿
𝑉𝑜

] + (𝐵1 − 𝐵2)𝑉𝑔 (14) 

 

Upon substituting the equations from equations (10), 11, 

13 and (14) the following equalities are obtained (Ogata, 

2010; Rashid, 2010; Garg et al., 2015; Erickson and 

Maksimović, 2020). 
 

𝐴 =

[
 
 
 
−1

𝐿
(𝑟𝑥 + 𝑟𝐿 +

𝑟𝐶𝑅

𝑅 + 𝑟𝐶
)

−𝑅

𝐿(𝑅 + 𝑟𝐶)

𝑅 −1
𝐶(𝑅 + 𝑟𝐶)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ 𝐶(𝑅 + 𝑟𝐶)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅]

 
 
 
, 𝑟𝑥 = 𝐷𝑟𝑠𝑤 + (1 − 𝐷)𝑟𝑑 (15) 

𝐶 = [
𝑟𝐶𝑅

𝑅 + 𝑟𝐶
  

𝑅

𝑅 + 𝑟𝐶
] , 𝐵𝑑 = [

−1

𝐿
((𝑟𝑑 − 𝑟𝑠𝑤)𝐼𝐿 + 𝑉𝑔)

0

] (16) 

 

When equation (15) and (16) are substituted into 

equation (12), the duty cycle to output voltage transfer 

function is obtained as follows: 
 

𝐺𝑣𝑑(𝑠) =
𝑣�̃�(𝑠)

�̃�(𝑠)
=  

𝑅 ((𝑟𝑑 − 𝑟𝑠𝑤)𝐼𝐿 + 𝑉𝑔) (𝑟𝑐𝐶𝑠 + 1)

(𝑅 + 𝑟𝑐)𝐿𝐶𝑠2 + [𝐿 + 𝐶(𝑟𝑐𝑅 + (𝑟𝑥 + 𝑟𝐿)(𝑅 + 𝑟𝑐))]𝑠 + (𝑅 + 𝑟𝑥 + 𝑟𝐿)
 (17) 

 

2.2. Voltage Mode PWM Control with Pi-Lead 

Compensator of Dc-Dc Buck Converter 

The closed-loop voltage mode PWM control diagram for 

the Buck Converter in the s-domain is depicted in Figur 

(Rashid, 2010; Erickson and Maksimović, 2020). In this 

diagram, �̃�𝑜(s) represents the actual output voltage of the 

Buck Converter in the s-domain; �̃�𝑜,𝑟𝑒𝑓(s) denotes the 

reference value for the output voltage; �̃�𝑒(s) signifies the 

error value between the reference and output voltage; 

Gc(s) refers to the transfer function of the Compensator 

system; �̃�𝑐𝑜𝑛(s) indicates the output of the Compensator 

Controller; GPWM(s) corresponds to the transfer function 
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of the PWM modulator; �̃�(s) stands for the duty value 

produced by the PWM; Gvd(s) expresses the duty-cycle-to-

output-voltage transfer function of the Buck Converter 

circuit; and H(s) represents the feedback sensor gain 

(Franklin et al., 2002; Ogata, 2010; Rashid, 2010; Garg et 

al., 2015; Erickson and Maksimović, 2020; Nise, 2020). 

In voltage mode PWM control, the value obtained from 

the output voltage of the Buck Converter is compared to 

the reference voltage value, and an error signal is 

generated. This error value is compensated in the Gc(s) 

block, producing the �̃�𝑐𝑜𝑛(s) output. This output is 

compared to a constant sawtooth frequency curve in the 

PWM block, and the required switching signal for the 

Buck Converter switch is generated based on the 

obtained duty (Franklin et al., 2002; Ogata, 2010; Rashid, 

2010; Garg et al., 2015; Erickson and Maksimović, 2020; 

Nise, 2020). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 4. Closed-Loop control of DC-DC buck converter. 

 

The open-loop transfer function of the system depicted in 

Figur is as follows (Ogata, 2010; Rashid, 2010; Garg et al., 

2015; Erickson and Maksimović, 2020). 
 

𝑇(𝑠) = 𝐺𝑐(𝑠)𝐺𝑃𝑊𝑀(𝑠)𝐺𝑣𝑑(𝑠)𝐻(𝑠) (18) 
 

In equation (18), GPWM is defined as GPWM (s) = 1 𝑉𝑚
⁄ . Here, 

Vm represents the peak voltage value of the sawtooth 

wave signal at the switching frequency. Therefore, T(s) 

can be expressed as follows in equation 19 (Ogata, 2010; 

Rashid, 2010; Garg et al., 2015; Erickson and Maksimović, 

2020). 
 

𝑇(𝑠) = 𝐺𝑐(𝑠)
1

Vm
𝐺𝑣𝑑(𝑠)𝐻(𝑠) (19) 

 

2.2.1. PI–Lead compensator design 

The PI-Lead Compensator is formed by cascading the PI 

and Lead Compensator systems together (Pressman, 

2009; Ogata, 2010; Rashid, 2010; Bishop and Dorf, 2011; 

Basso, 2014; Corradini, 2015; Garg et al., 2015; Erickson 

and Maksimović, 2020; Nise, 2020; de Azpeitia, 2021). 

2.2.1.1. PI compensator 

Adding a PI Compensator, also known as a PI Controller, 

to a system allows for reducing the system's SSE and 

increasing its gain in the low-frequency region 

(Pressman, 2009; Ogata, 2010; Rashid, 2010; Bishop and 

Dorf, 2011; Basso, 2014; Corradini, 2015; Garg et al., 

2015; Erickson and Maksimović, 2020). 

The method for the PI Compensator design involves 

adding a single pole to the origin. So, the PI Compensator 

transfer function, consisting of the Kp and Ki parameters, 

is as follows in equation 20 (Pressman, 2009; Ogata, 

2010; Rashid, 2010; Bishop and Dorf, 2011; Basso, 2014; 

Corradini, 2015; Garg et al., 2015; Erickson and 

Maksimović, 2020; Nise, 2020; de Azpeitia, 2021). 
 

𝐺𝑃𝐼(𝑠) =
𝐾𝑝𝑠 + 𝐾𝑖

𝑠
 (20) 

 

When deriving the closed-loop transfer function for the 

SSE, the following equation is obtained in equation 21 

(Pressman, 2009; Ogata, 2010; Rashid, 2010; Bishop and 

Dorf, 2011; Basso, 2014; Corradini, 2015; Garg et al., 

2015; Erickson and Maksimović, 2020; Nise, 2020; de 

Azpeitia, 2021). 

𝑣�̃�(𝑠) =
𝑣𝑜,𝑟𝑒�̃�(𝑠)

1 + 𝐺𝑐(𝑠)𝐺𝑃𝑊𝑀(𝑠)𝐺𝑣𝑑(𝑠)𝐻(𝑠)
 (21) 

 

When the PI Compensator transfer function composed of 
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KP and Kİ parameters from equation (20) is added to Gc(s) 

in equation (21) the SSE is eliminated thanks to the pole 

at the origin (The  1 𝑠⁄  term in the denominator). While 

the PI Compensator is crucial in reducing steady-state 

errors and improving the system's response, it brings 

along certain disadvantages. One of the primary concerns 

arises from adding a pole at the origin. The presence of 

this pole introduces a negative shift in the system's 

phase, affecting its phase response. The phase response 

is a critical aspect of system stability. Specifically, the 

Phase Margin, which is the difference in phase between 

the system's response and -180 degrees at the GCF, is a 

primary indicator of the system's stability. A larger PM 

corresponds to more excellent stability, while a smaller 

PM can lead to instability. When the PI Compensator 

induces a negative shift in the phase, the PM of the 

system is reduced. A lower PM indicates a system closer 

to instability, which is undesirable in a control system. As 

such, more than relying on the PI Compensator may be 

required to achieve the desired system performance and 

stability level. Other control strategies or compensator 

designs need to be considered to enhance the phase 

margin and maintain the system's stability (Franklin et 

al., 2002; Ogata, 2010; Rashid, 2010; Erickson and 

Maksimović, 2020; Nise, 2020; de Azpeitia, 2021). 

2.2.1.2. Lead compensator 

The Lead Compensator transfer function, composed of 

KLead, α and β parameters, is given as follows in equation 

22 (Pressman, 2009; Ogata, 2010; Rashid, 2010; Bishop 

and Dorf, 2011; Basso, 2014; Corradini, 2015; Garg et al., 

2015; Erickson and Maksimović, 2020; Nise, 2020; de 

Azpeitia, 2021). 
 

𝐺𝐿𝑒𝑎𝑑(𝑠) =
𝐾𝐿𝑒𝑎𝑑(𝑠 + 𝛼)

(𝑠 + 𝛽)
, (𝛼 < 𝛽) (22) 

 

The Lead Compensator is another essential control 

component utilized for improving system stability and 

response. Unlike the PI Compensator, the Lead 

Compensator can introduce a positive shift in the 

system's phase. However, it is essential to note that this 

positive phase shift occurs around a particular frequency 

known as the GCF (Ogata, 2010; Rashid, 2010; Corradini, 

2015; Erickson and Maksimović, 2020). 

The GCF is a critical point in the frequency domain 

analysis of a system. It is the frequency at which the 

system's open-loop gain magnitude is 1 (or 0 dB). This 

frequency is important because it directly relates to the 

system's PM, a key indicator of system stability. The PM 

is the difference between the phase of the system's 

response at the GCF and -180 degrees. A larger PM 

indicates a more stable system (Pressman, 2009; Ogata, 

2010; Rashid, 2010; Bishop and Dorf, 2011; Basso, 2014; 

Corradini, 2015; Garg et al., 2015; Erickson and 

Maksimović, 2020; Nise, 2020; de Azpeitia, 2021). 

By positively shifting the system phase at the GCF, the 

Lead Compensator can increase the PM, thereby 

enhancing system stability. However, it does not 

contribute to reducing the SSE (Pressman, 2009; Ogata, 

2010; Rashid, 2010; Bishop and Dorf, 2011; Basso, 2014; 

Corradini, 2015; Garg et al., 2015; Erickson and 

Maksimović, 2020; Nise, 2020; de Azpeitia, 2021). 

The SSE measures the system's ability to accurately track 

a given reference signal. A smaller SSE corresponds to 

better tracking performance and, therefore, better 

system performance. A PI Compensator is typically used 

to reduce the SSE and increase the system's DC Gain. 

However, as we have discussed, relying solely on a PI 

Compensator can lead to stability issues due to a 

decreased PM. Therefore, a combined or cascaded PI-

Lead Compensator can be an appropriate choice to 

balance these aspects. Such a configuration aims to 

exploit the advantages of both compensator types. The PI 

Compensator's ability to reduce SSE and increase DC 

Gain and the Lead Compensator's capacity to enhance the 

PM at the desired GCF ensure overall improved system 

performance and stability (Pressman, 2009; Ogata, 2010; 

Rashid, 2010; Garg et al., 2015; Erickson and Maksimović, 

2020; Nise, 2020). 

2.2.1.3. PI-Lead compensator 

When a PI-Lead Compensator is added to the system, the 

PI Compensator part will eliminate the SSE in the output 

voltage and increase the DC Gain in the low-frequency 

region. The Lead Compensator part will increase the PM 

at the desired GCF, improving the system's transient 

response. 

The PI-Lead Compensator transfer function can be 

obtained as follows by multiplying the equations in 

equation 23 (Garg et al., 2015). 
 

GPI−Lead(s) = (
Kps + Ki

s
) ∗ (

KLead(s + α)

(s+ β)
)

=  

KiKLead (
s
Ki

Kp

+ 1)(s + α)

s(s + β)
, (α < β) 

(23) 

 

If in equation 24, we denote the Ki*KLead expression as K 

and the Ki/KLead expression as ωz, the GPI-Lead (s) transfer 

function can be expressed as follows (Garg et al., 2015). 
 

𝐺𝑃𝐼−𝐿𝑒𝑎𝑑(𝑠) =  
𝐾 (

𝑠
𝜔𝑧

+ 1) (𝑠 + 𝛼)

𝑠(𝑠 + 𝛽)
, (𝛼 < 𝛽) (24) 

 

Step-by-step PI-Lead Compensator design for Buck 

converter is given below (Pressman, 2009; Ogata, 2010; 

Rashid, 2010; Bishop and Dorf, 2011; Basso, 2014; 

Corradini, 2015; Garg et al., 2015; Erickson and 

Maksimović, 2020; Nise, 2020; de Azpeitia, 2021). 

  Step 1: In the first step, the transfer function of 

the uncompensated Buck Converter system is derived. As 

shown in equation 25, the Buck Converter can be seen as 

a system where the DC Gain remains consistently low in 

the low-frequency range. Additionally, it is characterized 

by having a low PM value. 

𝐺(𝑠) =
𝑎1𝑠+𝑎0

𝑏2𝑠
2+𝑏1𝑠+𝑏0

  (25) 
 

As mentioned in earlier sections of this paper, to achieve 

a reduction in the SSE an increase in the DC Gain in the 

low-frequency region and an improvement in transient 



Black Sea Journal of Engineering and Science 

BSJ Eng Sci / Kübra DOĞAN and Bülent DAĞ        80 
 

response and overshoot values by increasing the PM at 

the desired GCF a PI-Lead Compensator will be designed. 

This compensator will consist of a PI section for SSE 

reduction and DC Gain enhancement and a Lead section 

for improving the PM at the selected GCF. 

 Step 2: In the second step, a PI compensator is 

added to the system to increase the low-frequency gain 

and eliminate SSE. In equation 26, the PI Compensator 

equation, denoted by the corner frequency(ωz) is as 

follows: 
 

𝐺𝑃𝐼(𝑠) =

𝑠

𝜔𝑧
+1

𝑠
  (25) 

 

ωz is placed at an appropriate frequency lower than the 

GCF to increase the DC gain in the low-frequency region. 

The transfer function of the Buck Converter system with 

added PI Compensator and minimized SSE effect is as 

follows in equation 27. 
 

𝐺𝑃𝐼−𝐵𝑢𝑐𝑘(𝑠) = 𝐺𝑃𝐼(𝑠)𝐺(𝑠) = (

𝑠
𝜔𝑧

+ 1

𝑠
)(

𝑎1𝑠 + 𝑎0

𝑏2𝑠2 + 𝑏1𝑠 + 𝑏0

)

=  

𝑎1

𝜔𝑧
𝑠2 + (𝑎1 +

𝑎0

𝜔𝑧
) 𝑠 + 𝑎0

𝑏2𝑠3 + 𝑏1𝑠2 + 𝑏0𝑠
 

(26) 

 

 Step 3: In the third step, for the Buck Converter 

system with PI Compensator which has reduced SSE and 

increased low-frequency DC Gain but has a poor 

transient response and reduced PM value, a Lead 

Compensator is added to improve transient response, 

increased PM, and reduced overshoot. The step-by-step 

method for adding the Lead Compensator is as follows: 

The magnitude and phase values of GPI-Buck(s) at the Gain 

Crossover Frequency (ωgc) are determined in equation 

28. 
 

𝜑𝑃𝐼−𝐵𝑢𝑐𝑘 =  ∠𝐺𝑃𝐼−𝐵𝑢𝑐𝑘(𝑗𝜔𝑔𝑐),𝐾𝑃𝐼−𝐵𝑢𝑐𝑘

= |𝐺𝑃𝐼−𝐵𝑢𝑐𝑘(𝑗𝜔𝑔𝑐)| 
(27) 

 

In order to obtain the necessary Phase Margin (φDesired) 

and Gain Crossover Frequency values for the system, the 

required magnitude and phase values for the Lead 

Compensator are provided below in equations 29 and 30. 

𝐾𝑟𝑒𝑞 =
1

𝐾𝑃𝐼−𝐵𝑢𝑐𝑘
 (28) 

𝜑𝑟𝑒𝑞 = −180 − 𝜑𝑃𝐼−𝐵𝑢𝑐𝑘 + 𝜑𝐷𝑒𝑠𝑖𝑟𝑒𝑑 (29) 

 Step 4: If the Lead Compensator transfer 

function in Equation (22) is expressed in terms of 

magnitude, phase angle, and frequency, the resulting 

equations are given in Equation (30) and Equation (31) 

below. 
 

|𝐺𝐿𝑒𝑎𝑑(𝑗𝜔)| =  𝐾𝐿𝑒𝑎𝑑 (
√𝜔2 + 𝛼2

√𝜔2 + 𝛽2
) (30) 

𝜑𝐿𝑒𝑎𝑑 =  ∠𝐺𝐿𝑒𝑎𝑑(𝑗𝜔) =  𝑎𝑟𝑐𝑡𝑎𝑛(
𝜔

𝛼
) − 𝑎𝑟𝑐𝑡𝑎𝑛

𝜔

𝛽
= 𝑎𝑟𝑐𝑡𝑎𝑛

𝜔 ∗ (𝛽 − 𝛼)

𝜔2 + 𝛼𝛽
 (31) 

 

As stated in equation (22), since β>𝛼 in the Lead 

Compensator transfer function, the φLead angle in 

equation (31) will always be positive. 

The equation of the frequency (ωm) at the maximum 

phase angle is as follows. To find the maximum phase 

angle (φLead) and maximum magnitude (Km) values, 

substitute the formula from equation (32) for ωm in place 

of ω in equation (31). 
 

𝜔𝑚 = √𝛼𝛽 (32) 
 

If the maximum frequency value (ωm) is expressed as the 

desired Gain Crossover Frequency (ωgc), then the 

maximum phase angle (φm) becomes equal to the 

required phase angle (φreq), and the maximum magnitude 

(Km) becomes equal to the required magnitude (Kreq). 

 

𝜑𝑚 = 
𝜔𝑚(𝛽 − 𝛼)

𝜔2 + 𝛼𝛽
=  𝑎𝑟𝑐𝑡𝑎𝑛

𝛽 − 𝛼

2√𝛼𝛽

=  𝑎𝑟𝑐𝑠𝑖𝑛
𝛽 − 𝛼

𝛽 + 𝛼
 

(33) 

𝐾𝑚 = 𝐾𝐿𝑒𝑎𝑑√
𝛼

𝛽
 (34) 

To obtain the lead compensator parameters (KLead, α and 

β), one can utilize equations (35), 37, 38, 39, 40 and 41. 
 

𝜔𝑔𝑐 = 𝜔𝑚 = √𝛼𝛽 (35) 

𝜑𝑟𝑒𝑞 = 𝜑𝑚 = 𝑎𝑟𝑐𝑠𝑖𝑛
𝛽 − 𝛼

𝛽 + 𝛼
 (36) 

𝐾𝑟𝑒𝑞 = 𝐾𝑚 = 𝐾𝐿𝑒𝑎𝑑√
𝛼

𝛽
 (37) 

 

𝐾𝐿𝑒𝑎𝑑 = 𝐾𝑚√
1 + 𝑠𝑖𝑛 𝜑𝑟𝑒𝑞

1 − 𝑠𝑖𝑛 𝜑𝑟𝑒𝑞
 (38) 

𝛼 = 𝜔𝑔𝑐√
1 − 𝑠𝑖𝑛 𝜑𝑟𝑒𝑞

1 + 𝑠𝑖𝑛 𝜑𝑟𝑒𝑞
 (39) 

𝛽 = 𝜔𝑔𝑐√
1 + 𝑠𝑖𝑛 𝜑𝑟𝑒𝑞

1 − 𝑠𝑖𝑛 𝜑𝑟𝑒𝑞
 (40) 

PI-Lead Compensator Design process, as can be seen 

from the detailed equations above, it is necessary to 

optimally tune the Corner Frequency (ωz) in the PI 

Compensator Section and the Phase Margin (φmargin) and 

Gain Crossover Frequency (ωgc) parameters in the Lead 

Compensator Section for the uncompensated Buck 

Converter system. However, no quantitative solution 

method or formula has been encountered in the 

literature for accurately adjusting these parameters. In 

the PI-Lead Compensator design, finding the best 

performance by trial and error for these three 

parameters at specific ranges may not be feasible. Even if 

possible, there would be more logical methods in terms 

of speed and time. Therefore, in this paper, the SA 

optimization algorithm, a type of artificial intelligence 

algorithm, has been utilized to find the most optimal 

values for ωz, φmargin, and ωgc. This approach enables the 

attainment of performance close to, if not the best, the 

desired values for the PI-Lead Compensator quickly and 

easily (Pressman, 2009; Ogata, 2010; Rashid, 2010; 

Bishop and Dorf, 2011; Basso, 2014; Corradini, 2015; 

Garg et al., 2015; Erickson and Maksimović, 2020; Nise, 

2020; de Azpeitia, 2021).   
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2.3. Optimally Designed PI-Lead Controller for Dc-Dc 

Buck Converter via Simulated Annealing 

Optimization Algorithm 
2.3.1. Simulated annealing algorithm 

The Simulated Annealing Algorithm is a meta-heuristic 

optimization algorithm developed based on the thermal 

treatment of metal solids at high temperatures. SA adopts 

a random search method to obtain the global best 

solution in optimization problems where the objective 

function has multiple local optima (Glover and Gary, 

2006; Bose, 2020; Hekimoğlu and Ekinci, 2020; Yang, 

2020; Magzoub and Thamer, 2022). 

Annealing is a heating process that involves gradually 

heating the material from high to low temperatures. In 

the context of metals, this technique is used to enhance 

their properties. The metal is heated to a high 

temperature, causing the internal particles to move freely 

and in a disordered manner. As the temperature is 

gradually lowered, the particles within the metal begin to 

stabilize and organize, resulting in a more ordered and 

structured state (Fraga-Gonzalez et al., 2017; Duan et al., 

2018; Hekimoğlu and Ekinci, 2020; Li et al., 2022; 

Magzoub and Thamer, 2022). 

The SA Algorithm considers a situation similar to the 

annealing process of metals. The process begins at a high 

initial temperature, and at each iteration, it generates a 

new candidate solution by perturbing the current 

solution through a random move. The algorithm 

evaluates the candidate solution and decides whether to 

accept it based on a probability distribution dependent 

on the current temperature and the difference in 

objective function values between the current and 

candidate solutions. The temperature parameter controls 

the acceptance probability of worse solutions, thus 

enabling the algorithm to explore the search space while 

avoiding local optima. The temperature is gradually and 

slowly reduced according to a cooling schedule (Glover 

and Gary, 2006; Duan et al., 2018; Hekimoğlu and Ekinci, 

2020; Yang, 2020; Li et al., 2022; Magzoub and Thamer, 

2022). 

As the temperature parameter decreases in the SA 

Algorithm, it gradually converges towards stability, 

potentially leading to a locally optimal solution. At this 

stage, the algorithm has a probability of outputting the 

local best solution while also increasing the chance of 

exploring the global best solution to some extent. The 

algorithm's effectiveness relies on carefully selecting the 

initial temperature, the cooling schedule, and the 

particular neighborhood structure employed to generate 

candidate solutions (Glover and Gary, 2006; Duan et al., 

2018; Hekimoğlu and Ekinci, 2020; Yang, 2020; Li et al., 

2022; Magzoub and Thamer, 2022). 

In the SA Algorithm, the system's state represents the 

solution to the optimization problem while the energy 

function similar to physical annealing corresponds to the 

function value associated with that state. The algorithm's 

objective is to reach the optimal solution corresponding 

to the state with the lowest energy level (Duan et al., 

2018; Hekimoğlu and Ekinci, 2020; Yang, 2020; Li et al., 

2022; Magzoub and Thamer, 2022). 

The algorithm accepts a deteriorating solution during the 

solution search process with a certain probability "P" and 

performs the annealing operation. The mentioned 

probability "P" formula is as follows (Simulated 

Annealing Options-MATLAB, 2022). 
 

𝑃 = {

1, 𝑑𝑦 < 0
1

1 + 𝑒𝑥𝑝 (
𝑑𝑦
𝑇

)
, 𝑑𝑦 ≥ 0 (41) 

 

In Equation 42, dy represents the difference in cost 

function between the new solution and the current 

solution (dy = y(x2)- y(x1)). If dy<0, the probability of 

accepting the new solution P is 1. Otherwise, if dy≥0, the 

probability of accepting the new solution is given by 

1

1 + 𝑒𝑥𝑝 (
𝑑𝑦
𝑇

)
 

In equation (41), T represents the annealing 

temperature, which varies depending on the initial 

annealing temperature, T0. The relationship between 

them is as follows (Duan et al., 2018). 
 

Tk+1 = 𝛼Tk (42) 
 

In equation (42), the parameter α is generally considered 

to be between 0.8 and 1. This paper considers the α value 

0.95 (the default value). In this way, during the initial 

cooling stages, the temperature remains relatively high, 

allowing the possibility of escaping from the optimal 

solution (Fraga-Gonzalez et al., 2017; Duan et al., 2018; 

Simulated Annealing Options-MATLAB, 2022). 

In this paper, the parameters of the SA Algorithm utilized 

for the optimization process of the PI-Lead Compensator 

parameters designed for the Buck Converter are 

presented in table 1 (Magzoub and Thamer, 2022). The 

variable n represents the number of variables for which 

the Simulated Annealing will find the optimum. In this 

paper, the value of n has been set to 3. These variables 

are for the PI-Lead Compensator to be designed for the 

Uncompensated Dc-Dc Buck Converter System: the 

corner frequency (ωz) the bandwidth also known as Gain 

Crossover Frequency (GCF or ωgc), and the Phase Margin 

parameters. 

 

Table 1. Parameters of the simulated annealing 

algorithm 
 

Parameter Value 

Max Iterations Inf 

Time Limit Inf 

Objective Limit Inf 

Annealing Function Fast Annealing 

Max Function Evaluations 

(3000 x n) 
9000 

Function Tolerance 1 x 10-6 

Max Stall Iterations (500 x n) 1500 

Reannealing Interval 100 
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2.3.2. PI-Lead controller optimization via simulated 

annealing 

The open-source project, referenced as (Buck-Converter-

PI-Lead-Compensator-SA, 2022), featuring performance 

analysis and identification of optimal PI-Lead 

Compensator parameters for DC-DC Buck Converters via 

the SA Algorithm, was developed using MATLAB within 

the scope of this paper. 

The DC-DC Buck Converter circuit parameters, 

considered for conducting performance analysis and 

designing an appropriate PI-Lead Compensator, are 

provided in table 2. 

 

Table 2. Parameters of Dc-Dc buck converter circuit 

Parameter Value 

Input Voltage (Vin) 60 V 

Output Voltage (Vout) 48 V 

Output Power (Pout) 2400 W 

Inductance 6.2 µH 

Capacitance 45 µF 

Load Transient Response (≤ % of 

Vout) 
10 

Inductance Current Ripple (DiL) 20 

Switch Frequency (fsw) 200 kHz 

Switch-on resistance (rsw) 14 mΩ 

Diode forward resistance (rd) 1 mΩ 

Inductance ESR (rL) 1.3 mΩ 

Capacitance ESR (rC) 1.72 mΩ 

Sawtooth Peak (Vm) 1 

Sensor Gain (H(s)) 1 

 

In figre 4 the open-loop transfer function formula for the 

uncompensated DC-DC Buck Converter System is as 

follows. 

 

In Table, when the parameters are substituted into the 

equation for the open-loop transfer function of the DC-DC 

Buck Converter given in equations (43) and (44), the 

uncompensated system transfer function is obtained and 

presented in equation (45). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 5. Frequency response of uncompensated DC–DC buck converter. 

 

 

 

 

 

 

𝑇𝑢𝑛𝑐𝑜𝑚𝑝(𝑠) =
1

𝑉𝑚
𝐺𝑣𝑑(𝑠)𝐻(𝑠), 𝑉𝑚 = 1,

𝐻(𝑠) = 1(𝑓𝑟𝑜𝑚 𝑡𝑎𝑏𝑙𝑒 2) 

(43) 

𝑟𝑥 = 𝐷𝑟𝑠𝑤 + (1 − 𝐷)𝑟𝑑 (𝑓𝑟𝑜𝑚 𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛 15) (44) 

𝐺vd(𝑠) =
1.644 ∗ 104𝑠 + 2.123 ∗ 1011

𝑠2 + 2.543 ∗ 104𝑠 + 3.625 ∗ 109 (45) 
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Figure 6. Step response of uncompensated DC–DC buck converter. 

 

The frequency response (Bode plot) of the transfer 

function in Equation (45) is shown in Figur, while the 

step response is depicted in Figu. 

If the frequency response and step response curves of the 

Uncompensated DC-DC Buck Converter System, which 

are located in Figur and Figu, are to be evaluated; 

 PM is 5.25°, and the Overshoot (86.8%) and 

oscillation observed in the Step response curve in figure 

6 are excessive. The transient response (settling time) 

value needs to be faster than 0.000183. In other words, 

the system response is slow. The system needs to be 

accelerated. For better transient response, the PM value 

should be at least 45° (Pressman, 2009; Ogata, 2010; 

Bishop and Dorf, 2011; Garg et al., 2015). 

 As seen in figure 5, the Bandwidth, also known 

as GCF, is 73.9 kHz. The GCF value should be between 

Switch Frequency(fsw)/4 and Switch Frequency(fsw)/10 

(i.e., according to the Switch Frequency value in table 2, it 

should be between 50 kHz and 20 kHz) (Pressman, 2009; 

Ogata, 2010; Bishop and Dorf, 2011; Garg et al., 2015). 

 The gain value in the low-frequency region is 

constant and low. Therefore, as shown in figure 6, the 

SSE could not be eliminated. For the SSE value to be 

reduced or eliminated in the range between 100Hz and 

1kHz, the slope of the gain in the low-frequency region 

should preferably be -20 dB/decade (Pressman, 2009; 

Ogata, 2010; Bishop and Dorf, 2011; Garg et al., 2015). 

The block diagram for the DC-DC Buck Converter System, 

which includes a PI-Lead Compensator controller, can be 

seen in figure 7, as listed in table 2. The block diagram 

depicting the PI-Lead Compensator controller for the DC-

DC Buck Converter System can be observed in figure 7. 

The DC-DC Buck Converter block within this diagram 

represents the transformed values of table 2 in the s-

domain. 

 

 

 

 

 

 

 

 

 

 

Figure 7. Buck converter system with PI-Lead compensator. 

 

The SA optimization algorithm was utilized to determine 

the most optimal values for the parameters Corner 

Frequency (ωz), bandwidth, also known as GCF (ωgc), and 

PM for a PI-Lead Compensator that will be designed for 

the Uncompensated DC-DC Buck Converter (Pressman, 

2009; Ogata, 2010; Rashid, 2010; Bishop and Dorf, 2011; 

Basso, 2014; Corradini, 2015; Garg et al., 2015; Erickson 

and Maksimović, 2020; Nise, 2020; de Azpeitia, 2021). 

The detailed conceptual flow chart of the Simulated 

Annealing optimization approach is depicted in figure 8. 

The equation for the objective function (J), also known as 

the cost function, created for the error function 

represented in the flow chart in figure 8, is found by the 

equation below. 
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𝐽(𝐶𝑜𝑠𝑡𝐹𝑢𝑛𝑐𝑡𝑖𝑜𝑛) = (1 − 𝑒−𝛼)(𝐸𝑠𝑠 + 𝐸𝑂𝑣𝑒𝑟𝑠ℎ𝑜𝑜𝑡

+ 𝐸𝑈𝑛𝑑𝑒𝑟𝑠ℎ𝑜𝑜𝑡)

+ 𝑒−𝛼(𝑇𝑠 + 𝑇𝑟) 

(46) 

 

In the equation represented by Equation (46), the 

following terms are defined (Ogata, 2010; Rashid, 2010; 

Bishop and Dorf, 2011; Basso, 2014; Garg et al., 2015; 

Erickson and Maksimović, 2020; Hekimoğlu and Ekinci, 

2020). 

 Ess = SSE (Steady State Error), 

 EOvershoot = Percentage Overshoot, 

 EUndershoot = Percentage Undershoot, 

 Ts = Settling Time (Transient Response), 

 Tr = Rise Time (Rise Time), 

 α represents the coefficient factor. 

In this paper, the maximum number of iterations, as 

indicated in the flow chart in  

Figur has been taken as 5. Consequently, the outputs of 

each iteration in the optimization process of the PI-Lead 

compensator parameters, which will be added to the 

Buck Converter system presented in table 2, using 

Simulated Annealing, are provided in table 3. According 

to these outputs, the bode diagrams and step response 

graphs, obtained in both the frequency and time domain, 

are presented in figure 9 and 10. 

In order to minimize the possibility of getting trapped in 

local minima, the Simulated Annealing algorithm is run 

multiple times from randomly chosen points. The 

Number of Restarts parameter defines the number of 

these reruns. The Number of Restarts is set to 5 for this 

study, and table 3 is generated. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8. Flow chart of the simulated annealing optimization approach. 
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Table 3. Dc-Dc Buck converter system Pi-Lead compensator parameters: Outputs of Sa algorithm iterations 

Number of 

Restart 
Output of Cost Function Corner Frequency (Hz) Crossover Frequency (Hz) Phase Margin 

1 173.0030 1064 15174 55 

2 0.1774 478 48172 62 

3 0.2618 1172 26937 55 

4 0.1243 1789 41900 61 

5 0.0955 2153 48787 64 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 9. Compensated DC–DC buck converter with SA optimization frequency domain outputs. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 10. Compensated DC–DC buck converter with SA optimization time domain output. 

 

3. Results and Discussion 
As seen in table 4, the probability of approaching the 

optimal values for each parameter increases as the 

number of iterations increases. Each step generates the 

SA outcome in this procedure by starting from an 

independently random point. Since steps are executed 

independently, it cannot be guaranteed that the results 

will improve at every step. When computing the best 

solution, the value with the lowest cost among all steps is 

considered the optimal solution. This operation aims to 

minimize the probability of encountering poor results 

due to the risk of SA getting trapped in local minima. 
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Therefore, the larger the maximum number of iterations, 

the higher the probability of identifying the global 

optimum value as the best solution. 

In this paper, the transfer function from the duty cycle to 

the output voltage of a non-ideal DC-DC Buck Converter 

has been derived using the state-space averaging 

technique. Subsequently, a PI-Lead Compensator 

controller has been utilized for voltage mode PWM 

control, regulating the DC-DC output voltage. The 

parameters of this cascaded structure have been 

optimized using the Simulated Annealing algorithm, 

resulting in the improvement of the DC-DC Buck 

Converter system's Phase Margin, Gain Crossover 

Frequency (GCF), and low-frequency gain parameters, 

thereby enhancing its output performance. 

The use of the Simulated Annealing algorithm has 

expedited the determination of PI-Lead Compensator 

parameters. This algorithm efficiently provides the most 

suitable value within the specified lower and upper 

limits, eliminating trial and error and minimizing the 

possibility of prediction errors. Furthermore, through 

multiple simulated iterations, the SA algorithm has 

demonstrated its effectiveness in finding optimal 

solutions in complex and broad search spaces for 

optimizing PI-Lead Compensator parameters. An 

essential advantage of this process is the adjustability of 

the iteration count, allowing fine-tuning for optimal 

results. As a result, the challenges encountered in 

controller design have been significantly reduced. 

 

Table 4. Dc-Dc Buck Converter System Pi-Lead Compensator Outputs of Sa Algorithm Iterations 

Number 

of Restart 

Output of 

Cost Function 

Overshoot 

(%) 

Rise Time 

(s) 

Settling Time (Transient 

Response) (s) 

Steady 

State 

Error 

Low Frequency 

Region Gain 

(dB) 

- Uncomp 86.8 2.31e-06 183e-06 0.983 35.4 (Constant) 

1 173,0030 ˂ 1(Unstable) 545e-06 1080e-06 1 20 (Slope) 

2 0,1774 9.69 4.37e-06 680e-06 1 19.6 (Slope) 

3 0,2618 6.2 8.22e-06 488e-06 1 19.8 (Slope) 

4 0,1243 9.88 4.99e-06 222e-06 1 19.9 (Slope) 

5 0,0955 9.55 4.35e-06 168e-06 1 20 (Slope) 

 

However, it is essential to note that the Simulated 

Annealing algorithm may encounter the possibility of 

getting trapped in local minima. As a result, the 

probability of finding the global minimum value with the 

Simulated Annealing algorithm is maximized by starting 

from random points for a few iterations, as determined 

by the maximum iteration count. Therefore, the 

algorithm's efficiency is subject to its implementation 

and parameter settings. 

The results obtained in this study provide evidence that 

optimizing controller parameters significantly improves 

the performance of the Buck Converter. Moreover, this 

optimization method is not limited to determining PI-

Lead Compensator parameters designed explicitly for the 

DC-DC Buck Converter; it can also be adapted for 

optimizing parameters of similar compensator systems 

designed for other types of DC-DC converters.  

This study demonstrates the potential for using heuristic 

algorithms in electronic circuit design for broader 

applications. As future work, it may be suggested to 

investigate the efficacy of other heuristic algorithms (for 

example, Genetic Algorithm, Particle Swarm 

Optimization, etc.) in the design of the PI-Lead 

compensator controller. 
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