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Abstract: In this study, seasonal milk yield estimation will be made using multivariate adaptive regression spline (MARS) algorithm 

for multiple continuous responses in dairy cattle (Holstein hybrid). For the research, milking records for the years 2020-2021 were 

collected from 157 dairy animals using Holstein hybrid dairy cattle from a research farm in Konya, Türkiye. The amount of feed given 

in this experiment was not changed and the effect of the season on the estimation of milk yield was investigated in the study. The 

analyzed independent variables used in the study were pregnancy status (PS), number of days milked (MDN), Lactation Number (LN), 

age of cows (months), average seven-day milk yield (7-Day Average Milk-SDMY), last lactation milk yield (last_MY), number of 

inseminations (IN), peak yield (Pik_Yield) and target variables were calculated as (YieldAutumn/winter/spring/summer (kg) = Mean milk mean of 

season. In this context, the ehaGoF package was used to measure the prediction performance of the simultaneous MARS model 

established with the earth package for MARS analysis. MARS estimation equations obtained simultaneously for  four dependent 

variables (multiple responses) are given. By looking at the MARS equation, the MARS model estimation equation was determined for 

the optimum milk yield, the threshold values, the three threshold values determined in the model were determined as MDN, Age, 

Peak_Yield, and the corresponding values were  respectively; 159 days, 39.6 (months) and 37.1 kg/day. Considering the estimation 

equation, it is seen that the independent variables MDN, SDMY and LN are the most important variables in determining the estimation 

equation.  It is seen that the best fitting value for the estimation equation of the dependent variables is the YieldWinter variable. 
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1. Introduction 
As a hybrid race adopted for the conditions of Türkiye, 

Holstein has a milk yield of 6000-9000 kg (Torshizi, 

2016). Many different factors such as the physiological 

status of this breed (age, number of lactations, number of 

days in lactation) can affect milk yield (Boğa et al., 2020; 

Omar, 2022). However, important environmental factors 

that do not have a genetic effect on milk yield are 

lactation period, calving age, calving season and calving 

stage (Torshizi, 2016). In addition, the effects of 

environmental factors such as calving year, calving 

interval, calving season, number of births, herd and 

milking frequency on milk yield should be investigated 

(Javed et al., 2007; Eyduran et al., 2013). 

Therefore, to study these relationships, machine learning 

methodologies from traditional statistical methods have 

been increasingly adopted. In light of this, researchers 

commonly use machine learning approaches to improve 

predictive efficiency (Nayana et al., 2022). These 

algorithms develop by distinguishing and defining the 

consistency of educational knowledge patterns that may 

apply to complex nonlinear datasets between yield and 

parameters. In recent years, many machine learning 

approaches have been used in the literature on predictive 

modeling in agriculture and animal data (Küçükönder et 

al., 2014; Küçükönder et al., 2015).Investigated the effect 

of the number and duration of lactation of Holstein breed 

of cows on milk yield with the artificial neural network 

(ANN) method. In their study, it was determined that this 

model created with the artificial neural network 

converged well with the real values and that the 

performance in milk yield estimation could give more 

successful results by increasing the number of 

parameters. Similarly, in the study of Boğa et al. (2020), 

the effect of the number of lactations, lactation days, first 

calving and reproductive age, and the number of 

inseminations (ratio) on cattle milk yield (mean last 

seven days) was determined. They evaluated the data on 

the use of a deep neural network in dairy cattle farms 
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and suggested that additional controlled management 

was needed in livestock and that the errors of the farm 

should be corrected. Akin et al. (2020a), applied MARS 

algorithm in agricultural applications. Altay et al. (2022) 

found that it would benefit herd management by closing 

the gaps in mastitis diagnosis with the development of 

data mining methods Therefore, they stated that the 

application of CART and MARS algorithms could be a 

good choice for cattle breeders to find the threshold 

values of effective milk characteristics that accurately 

distinguish healthy and unhealthy cows. Nayana et al. 

(2022) compared wheat yield estimation for India and 

the most wheat-producing countries using MARS after 

extracting the main characteristics with Principal 

Component Analysis (PCA), considering parameters such 

as cultivated area and production for 1962-2018. Çanga 

(2022) developed MARS prediction models with first-

order interaction effects using the MARS algorithm to 

predict carcass yield. The carcass weight of cattle of 

various breeds was determined using a MARS Data 

Mining Algorithm based on training and test sets. Akin et 

al. (2020b) used MARS statistical approach to predicting 

macronutrient-related growth responses of three 

strawberry species. Çelik and Yilmaz (2021) investigated 

the effects of silage type, silage consumption, and birth 

type and birth weight on body weight after fattening in 

curly lambs using MARS and Bagging MARS algorithms. 

Tyasi et al. (2021) conducted the body weight estimation 

of the Hy-Line Silver Brown Commercial Layer chicken 

breed using MARS. In this research, estimation equations 

were created to examine seasonal milk yield estimation, 

performance was evaluated with error analyzes such as 

RMSE, ME, Rsq, and the most suitable MARS model was 

selected using cross-validation and user-defined 

parameter optimization. Therefore, this study aims to 

develop prediction models that best predict milk 

production using the MARS algorithm. 

 

2. Material and Methods 
2.1. Data Identification 

The experimental data set was taken from a private farm 

in Türkiye with Holstein hybrid dairy cattle used with an 

automatic milking system in a private farm in Konya 

province. For a period of twelve months, milking records 

obtained from 157 milking animals for 2020-2021 were 

collected. It was performed with daily milking number 

and collective (by placing corn silage, grass silage, wheat 

straw, soybean meal) or individual (pellet feed 

distributed through automatic feeder) consumption. 

Each cow is milked twice a day by the automatic milking 

system. In this experiment, the amount of feed given was 

not changed and the effect of the season on milk 

production estimation was investigated in the study. The 

milking dairy cattle used in the experiment were 

Holstein, and group fattening was done. Only all milking 

animals were given 3 kg/day extra milking milk feed 

during milking. During each animal group feeding, wheat 

straw: 0.5 kg/day, alfalfa hay: 6.5 kg/day, corn silage: 15 

kg/day, dairy feed: 5.5 kg/day, corn flake: 2 kg/day, 

cottonseed meal per animal: 1.5 kg/day, soybean meal: 

1kg/day, barley paste: 2.5 kg/day, premix: 0.05 kg/day, 

calcid: 0.05 kg/day. On average, 58% roughage and 42% 

concentrate feed are mixed and given to the animals daily 

as a total mixed ration. 

The independent variables used in the study (Table 1), 

pregnancy status (PS), number of days milked (MDN), LN 

Lactation Number (LN),, age of cows (months), daily 

mean milk yield (7 Day Mean Milk-SDMY), last lactation 

milk yield (last_MY), the number of insemination (IN), 

peak yield (Pik_Yield), insemination number (IN); 

dependent variables were formed as 

YieldAutumn/winter/spring/summer (Kg) = Mean milk mean of 

season. The study was conducted by MARS to build and 

train the most suitable model for the 4 dependent 

variables. 

Table 1. Descriptive statistics of variables to be used in modeling 

 N Minimum Maximum Mean Std. dev 

MDN  157 9 998 170.40 151.74 

LN 157 1 6 2.38 1.34 

Age(month) 157 26 111 50.55 19.04 

SDMY (kg) 157 10 46 26.51 8.29 

Pik_Yield (kg) 157 16 48 32.17 6.15 

last_MY(kg) 157 3155.00 9450.00 6444.76 1223.99 

IN 157 0 9 1.80 2.06 

YieldAutumn (kg) 157 45 983 422.07 284.56 

Yieldwinter kg) 157 58 1116 606.61 240.50 

Yield spring (kg) 157 510 1184 504.73 354.26 

Yieldsummer (kg) 157 42 879 321.32 267.38 

  Frequency 

PS 0 120 

1 37 

MDN= number of days milked, LN= lactation Number, Age= cow’s age (month), PS= pregnancy status (1:Ppregnant ; 0:Nonpregnant), 

SDMY= daily mean milk yield (7 day mean milk), Pik_Yield= peak yield of daily mean milk yield, last_MY= last lactation milk yield, IN= 

insemination number. 
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2.2. Multivariate Adaptive Regression Spline (MARS) 

MARS algorithm used by Friedman (1999) to capture 

nonlinear relationships between predictors and response 

variable(s) is a powerful approach that does not require 

assumptions about functional relationships between 

dependent and input variables. The model that emerges 

as the weighted total basic function including the BFi (x) 

function is given by Equation 1 below (Akin et al., 2020a; 

Eyduran et al., 2020; Çanga and Boğa 2020; Çelik et al., 

2021; Çanga 2022). 
 

𝑦 = ∑𝑎𝑖

𝑘

𝑖=1

B𝐹𝑖(x) (1) 

 

Mars algorithm is formed by the linear breakdown of the 

basic function of BFi (x) with the following Equation 2a 

and 2b. 
 

𝐵𝐹1 = max(0, 𝑥 − 𝑡) {
𝑥 − 𝑡, 𝑥 > 𝑡
0,𝑥 ≤ t

} (2a) 

𝐵𝐹2 = max(0, 𝑥 − 𝑡) {
𝑥 − 𝑡, 𝑥 > 𝑡
0,𝑥 ≤ t

} (2b) 

 

here, x is the variable range; t is the node. The linear 

combination of the basic functions obtained accordingly 

as in Equation 3: 
 

𝑌𝑖 = 𝑎0 + 𝑎1𝐵𝐹1 + 𝑎2𝐵𝐹2 +⋯+𝑎𝑘𝐵𝐹𝑘  (3) 
 

and the estimation equation is obtained. Here 𝑌𝑖 is 

dependent variable, 𝑎0 intercept, and 𝑎1, … , 𝑎𝑘 are 

coefficients of the related basic functions 

(Emamgolizadeh et al., 2015; Everingham and Sexton 

2011, Çanga and Boga 2019; Akın et al., 2020a). 

2.2.1. A MARS model application  

“earth” and “ehaGoF” packages were used for the MARS 

model in the study (Eyduran et al., 2019; Eyduran et al., 

2020). With the earth package, the same basic functions 

are generated for MARS prediction models created 

simultaneously for more than one dependent variable. So 

MARS models produced with the “earth” package have 

different coefficients. To make this estimate, the 

Generalized cross-validation (GCV) method, a 

computational solution for linear models that provide an 

estimated exclusion cross-validation error metric, is 

used. According to the GCV criterion, MARS generalizes 

the model by eliminating the terms. GCV is given by 

Equation 4, a form of regulation that balances model 

complexity with the goodness of fit (Eyduran et al., 2019; 

Akin et al., 2020a; Akin et al., 2020b). 
 

𝐺𝐶𝑉 =∑
(𝑦𝑖 − �̂�)

2

(1 +
𝐶
𝑁
)
2

𝑁

𝑖=1

 (4) 

 

Here, C = 1 + cd, is the number of items in the N dataset; d 

is a degree of freedom; c is the basic function addition 

penalty. 𝑌𝑖 is an independent variable and   
�̂�is an estimated value (Eyduran, 2020; Akin et al., 

2020a). 

2.2.2. Parameter tuning 

The maximum degree of interaction and the number of 

terms in the final state are two important setting 

parameters for the MARS model. These two values are set 

by the "prune” and “degree” caret application, 

respectively. The maximum number of terms of the 

pruned model is "prune". The actual degree of interaction 

is calculated by “degree”. The prune can be calculated 

automatically by the user or by using an external 

resampling technique and the default pruning protocol 

uses GCV. In addition, the earth package helps to evaluate 

possible interactions between the functions of various 

functions by reducing the number of nodes. To find the 

best hyperparameter combination, we use cross-

validation (for k = 10 times) using the “caret” function. In 

the last case, the closest CVRSq to RSq is obtained using 

the FOR loop created in the R package program. In other 

words, with the FOR loop, the best CVRSq value, that is, 

the optimum CVRSq value was created out of 100 cycles.  

MARS algorithm has the advantage of using input 

variables that only increase the accuracy of the model 

and obtain an automated type of feature selection. This 

will be installed with the necessary parameters and run 

in each dataset using all features and the Spline model as 

a classifier. Each dataset gives the most appropriate 

feature subset rated based on its relative importance. 

Based on the highest overall accuracy, the smallest 

number of attributes collected, and the lowest false alarm 

error, the best optimal feature subset was selected 

(Eyduran et al., 2019; Akin et al., 2020a). 

2.2.3. Model validity 

The most common model fit criteria to be used in 

measuring the predictive accuracy of the MARS algorithm 

(Goodness of Fit Criteria) are the goodness of fit criteria 

such as R-square, RMSE and MAE mentioned below 

(Eyduran and Zaborski, 2017; Eyduran et al., 2019; Akin 

et al., 2020a; Çelik et al., 2021; Nayana et al., 2022). The 

model was evaluated according to these values. 

1) Determination coefficient (R2): 

It is the percentage of the total variation in the response 

variable explained by the regression line. The Equation 5 

is expressed by X.  
 

R2 = 1 −
SSE

SST
 (5) 

 

where SSE =  (yi − �̂�)2 is the sum of the squares of the 

differences between the predicted and the observed 

value, and SSE =  (𝑦𝑖 − 𝑦)
2 is the sum of the squares of 

the differences between the observed and the overall 

average value? 

2) Average square error (RMSE), average estimation 

error (is the square root of the average square error). 

The formula is stated as given in Equation 6: 
 

RMSE = √∑(𝑦𝑖 − ŷ)
2

n

i=1

 (6) 

 

3) Average error (ME) is the average estimation error. It 

is less sensitive to outliers. It is given by the formula as in 

Equation 7: 
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ME =
1

n
∑(𝑦𝑖 − ŷ)

n

i=1

 (7) 

 

4) Mean absolute deviation (MAD) is the mean absolute 

estimate error. It is less sensitive to outliers. The formula 

is given as in Equation 8: 
 

MAD =
1

n
∑|𝑦𝑖 − ŷ|

n

i=1

 (8) 

 

5) Pearson correlation coefficient between actual values 

and estimated values in terms of a dependent variable (r) 

(Equation 9): 
 

PC = ryiŷ =
Cov(yi, ŷ)

SyiSŷ
 (9) 

 

6) Akaike information criterion (AIC) (Equation 10a and 

10b): 
 

AIC = nln [
1

n
∑(𝑦𝑖 − ŷ)

2

n

i=1

] + 2k; If
n

k
> 40 (10a) 

𝐴𝐼𝐶𝐶 = nln [
1

n
∑(𝑦𝑖 − ŷ)

2

n

i=1

] + 2k

+
2k(k+ 1

n − k − 1
; 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒; 

(10b) 

 

Standard deviation ratio (SDratio): 

Sm: Standard deviation of model error terms, 

Sd : The standard deviation of the dependent variable, 

Cov(yi, ŷ): The covariance between actual and predicted 

values in terms of a dependent variable, 

𝑆𝑦𝑖  : The standard deviation of the actual values of the 

dependent variable and  

𝑆ŷ: It refers to the standard deviation of the mined values 

of the dependent variable. 

 

3. Results and Discussion 
The basic functions (BFi) and coefficients of MARS 

prediction equations obtained simultaneously for four 

dependent variables (multiple responses) are presented 

in Table 2. 

 

Table 2. Basic functions and corresponding coefficients of MARS model for the estimation of seasonal dependent 

variables 
 

Coefficients (ai) 
Basis functions 

Terms YieldAutumn Yieldwinter YieldSpring Yieldsummer 

1 -284.15 1682.55 635.20 579.83 Intercept 

2 16.16 -9.36 1.78 -4.02 max(0, MDN - 89) 

3 5.74 -10.58 3.64 1.78 max(0, 159 -MDN) 

4 -15.21 9.63 -0.11 11.18 max(0,  MDN - 167) 

5 -2.88 -1.23 7.72 -6.69 max(0, MDN - 276) 

6 3.09 1.11 -7.90 -0.10 max(0, MDN - 360) 

7 50.20 15.60 245.78 99.27 max(0, LN - 2) 

8 -7.67 -3.11 -25.60 -19.12 max(0, Age - 39.6) 

9 5.56 1.87 12.17 13.70 max(0,  Age - 51.7) 

10 -1.56 18.89 4.39 1.42 max(0, 35.8 - SDMY) 

11 -14.53 -7.24 -13.52 -5.16 max(0,  37.11 - Pik_Yield) 

12 15.02 9.43 22.59 25.94 max(0, Pik_Yield -  37.11) 

13 -0.02 0.00 -0.10 -0.04 max(0, 7797 - last_MY) 

14 -0.02 0.01 -0.05 -0.02 max(0, last_MY - 7797) 

15 0.43 -0.04 4.03 1.57 max(0, Age - 39.6) * PS 

16 0.16 0.24 -0.12 -0.05 max(0,120 - MDN) × max(0, 35.8 -  SDMY) 

17 -0.05 -0.01 -0.10 -0.04 max(0, MDN - 120) × max(0, 35.8 - SDMY) 

18 -0.15 0.03 -0.22 -0.20 max(0, 159 - MDN) × max(0, Pik_Yield - 32.71) 

19 0.00 0.00 -1.3896e-0.5 0.00 max(0, 89 - MDN) × max(0, 7797 - last_MY) 

20 0.00 -8.54 0.00 0.00 max(0, 159 - MDN) × max(0, last_MY - 7063) 

21 0.00 0.00 0.00 0.00 max(0, 159 -  MDN) × max(0, 7063 - last_MY) 

22 2.21 -0.63 6.17 0.17 max(0, 3 -  LN) × max(0,  35.8 - SDMY) 

23 0.00 0.00 0.00 0.00 max(0,  Age - 39.6) × max(0, 4580 - last_MY) 

The model consists of 23 terms left between each node and 31 basic functions with four-way interaction. The three threshold values 

determined in the model for MDN, Age, Peak_Yield are 159day, 39.6 (month), and 37.11kg, respectively, and these values are the most 

common in the multi-response MARS model equation that constitutes the basic functions. These values are selected to simplify the 

multi-response MARS model by deleting the corresponding basis functions. As a result, this simplified MARS model is made up of 

marked coefficients and basic functions (Akin et al., 2020b). 
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For the MARS model estimation equation for optimum 

milk yield, the corresponding values for the three 

threshold values MDN, Age, Peak_Yield are 159d, 39.6 

(month), and 37.1kg, respectively. Threshold values are 

the most common ones in the multi-response MARS 

model equation, which constitutes the basic functions, 

and the equations based on these values are deleted. 

Thus, it is selected to simplify the multi-response MARS 

model by deleting the relevant basic functions (Akin et 

al., 2020a; Akin et al., 2020b). As a result, the simplest 

form of the model is composed of coefficients and basic 

functions related to the MARS model simplified in this 

way. To further optimize the target responses and to 

ensure optimum milk yield for the tested dependent 

variables, the YieldAutumn/winter/spring/summer estimation 

equations was first defined by looking at the MARS 

equation in Table 3. 

First of all, when the four prediction models are 

examined by looking at both Table 3 and the prediction 

equations, the sign differences regarding some 

coefficients of the same basic functions are remarkable 

(Akin et al., 2020b; Çelik and Yılmaz 2018; Çanga  2022; 

Çanga and Boğa, 2019). Since the threshold value for the 

lactation day, which is one of the variables discussed in 

Table 2, is LD=159, in the case of max(0, MDN - 89), there 

is an increase of 16.16 units and 1.78 units in YieldAutumn 

and YieldSpring milk yield, respectively; Yieldwinter and 

Yieldsummer  milk yields decreased by 9.36 and 4.02 units, 

respectively. When the third term in the prediction 

model is examined, when MDN>159, the effect of 

Yieldwinter, Yield Autumn, YieldSpring, and YieldSummer on milk 

yield is masked. MDN<167 the effect of the fourth, fifth 

and sixth term is masked. When LN is >2, a positive effect 

is seen in all dependent variables, while the biggest effect 

is YieldSpring with 245.78 units. When AGE>39.6, the effect 

of all dependent variables is masked. If MDN>120   and 

SDMY < 35.8, the interaction effect will be negative in all 

dependent variables, while if MDN < 120 or SDMY≥35.8, 

the interaction effect will be masked. Similar comments 

can be made about other situations (Emamgolizadeh, 

2011; Çelik et al., 2021; Fatih et al., 2021; Faraz et al., 

2021). Within the scope of the Response Surface Method, 

it can be suggested that there is the same directional 

relationship between the dependent variables discussed 

with the optimization logic in terms of the ease of 

interpretations to be made. Therefore, similar to this 

study, when the study on tissue culture conducted by 

Akın et al. (2020b) was examined, the results obtained 

from the optimal design response surface method for the 

optimization of three dependent variables with the same 

directional relationship between them were analyzed 

with MARS algorithm. While it is observed that the basic 

functions of MARS equations produced for the three 

dependent variables have the same marked coefficients, 

when the 3 estimation equations are examined, the sign 

differences regarding some coefficients of the same basic 

functions draw attention. This is because there is an 

inverse relationship between the two variables (due to 

the negative correlation). 

From here, the estimation equation for the milk yield for 

the autumn is obtained as follows:  

YieldAutumn = 284.15 + 16.16 × max (0, MDN - 89) - 15.21× 

max(0,  MDN – 167) - 2.88 × max(0, MDN - 276) + 3.09 × 

max(0, MDN - 360) +50.20 × max(0, LN - 2) + 5.56 × 

max(0, Age - 51.7) - 1.56 × max(0, 35.8 - SDMY) - 0.02 × 

max(0, 7797 - last_MMY) -0.02 × max(0, last_MMY - 

7797) + 0.16 × max(0.120 - MDN) - 0.05 ×  max(0, MDN - 

120) × max(0, 35.8 - SDMY) + 0.00 × max(0, 89 - MDN) × 

max(0, 7797 - last_MMY) + 2.21 × max(0, 3 -  LN) × 

max(0,  35.8 - SDMY) 

Finally, when we substituted the threshold values for 

maximizing responses, i.e. MDN= 159, Age= 39.6, 

Peak_Yield = 37.11, the corresponding basic functions 

were deleted according to the rules in equation 2.  For 

example, according to equation 2a and equation 2b (max 

(0, MDN - 167), since MDN= 159, the basic functions of 

those terms are masked as equal to 0, and in this case, the 

model of the relevant dependent variable is deleted and 

simplified (Akin et al., 2020; Faraz et al., 2021). 

 

Table 3. MARS model created after the elimination process 

coefficients (ai) 
Basis functions 

Terms YieldAutumn Yieldwinter YieldSpring Yieldsummer 

1 -284.15 1682.55 635.20 579.83 Intercept 

2 16.16 -9.36 1.78 -4.02 max(0, MDN - 89) 

4 -15.21 9.63 -0.11 11.18 max(0,  MDN - 167) 

5 -2.88 -1.23 7.72 -6.69 max(0, MDN - 276) 

6 3.09 1.11 -7.90 -0.10 max(0, MDN - 360) 

7 50.20 15.60 245.78 99.27 max(0, MDN - 2) 

9 5.56 1.87 12.17 13.70 max(0,  Age - 51.7) 

10 -1.56 18.89 4.39 1.42 max(0, 35.8 - SDMY) 

13 -0.02 0.00 -0.10 -0.04 max(0, 7797 - last_MY) 

14 -0.02 0.01 -0.05 -0.02 max(0, last_MY - 7797) 

16 0.16 0.24 -0.12 -0.05 max(0,120 - MDN) × max(0, 35.8 -  SDMY) 

17 -0.05 -0.01 -0.10 -0.04 max(0, MDN - 120) × max(0, 35.8 - SDMY) 

22 2.21 -0.63 6.17 0.17 max(0, 3 -  MDN) × max(0, 35.8 - SDMY) 
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The final models for YieldAutumn/winter/spring/summer are obtained as given in Equation 11: 
 

YieldAutumn = {

284.15 + 16.16 × max(0,MDN– 89) + 50.20 × max(0, LN– 2) −
0.02 × max(0, 7797 −  lastMY) − 0.02 × max(0, lastMY − 7797) −

0.05 × max(0, LD − 120) × max(0, 35.8 − SDMY)+ 2.21
max(0, 3 − LN) × max(0, 35.8 − SDMY)

 

Yield𝑤𝑖𝑛𝑡𝑒𝑟 = {

1682.55 + 9.36 × max(0,MDN − 89)− 15.60 × max(0, LN– 2)
+18.89 × max(0, 35.8 − SDMY) − 0.01 × max(0, last_MY– 7797)
−0.01 × max(0,MDN − 120)× max(0, 35.8 − SDMY)− 0.63

max(0, 3 − LN) × max(0, 35.8 − SDMY)

 

Yield𝑠𝑝𝑟𝑖𝑛𝑔 = {

635.20 + 1.78 × max(0,MDN − 89) + 245.78 × max(0, LN– 2)

+4.39 × max(0, 35.8 − SDMY) − 0.10 × max(0, 7797 − lastMY) −

−0.01 × max(0,MDN − 120) × max(0, 35.8 − SDMY) − 6.17
max(0, 3 − LN) × max(0, 35.8 − SDMY)

 

Yield𝑠𝑢𝑚𝑚𝑒𝑟 =

{
 
 

 
 

579.83 − 4.02 × max(0,MDN − 89) + 99.27 × max(0, LN − 2)
+1.42 × max(0, 35.8 − SDMY)− 0.04 × max(0, 7797 − last_MY)

−0.02 × max(0, last_MY − 7797) − 0.05× max(0,120 − MDN)

× max(0, 35.8 − SDMY) − 0.04 ×max(0,MDN − 120) × max(0, 35.8

−SDMY) + 0.17 × max(0, 3 − LN) × max(0, 35.8 − SDMY)

 

(11) 

 

MARS optimizes all stages of model design and 

implementation, including variable selection, 

transforming predictive variables with a nonlinear 

relationship, determining interactions of predictive 

variables, and creating new nested variable strategies to 

deal with missing values and avoid overfitting with 

comprehensive self-tests (Akin et al., 2020a). After MARS 

analysis, the overall GRsq, CVRSq, and RSq values for all 

dependent variables were found to be quite high and 

very close to each other for optimum simultaneous MARS 

modeling (Table 3). When all dependent variables are 

examined, it is seen that the highest value among GCV, 

GRsq, Rsq, sd and CVRSq values belongs to YieldWinter 

dependent variable. Some metrics for MARS prediction 

models for four dependent variables are summarized in 

Table 4. 

 

Table 4. Summary performance of MARS prediction 

models of dependent variables 
 

 GCV GRsq CVRSq 

YieldAutumn 0.0213 0.906 0.838 

YieldWinter 0.0055 0.944 0.954 

YieldSpring 0.0225 0.853 0.625 

Yieldsummer 0.0171 0.878 0.644 

All 0.0664 0.887 0.765 

 

When the earth package has more than one (k) 

continuous dependent variable (multiple responses), k 

simultaneous prediction models are created. This 

package tries to minimize the sum of GCV values of k-

dependent variables (GCV1+GCV2 + GCV3 +...+GCVk) 

(Milborrow, 2019). GCV(YieldSpring) + GCV (Yieldsummer) is 

based on the principle of being minimum. When the 

following outputs are examined, GCV total value is equal 

to GCVALL= 0.0213+0.0055+0.0225+0.0171 = 0.0664. 

Therefore, GRsq, Rsq, CVRsq values were found to be 

quite high and close to each other. Therefore, it can be 

said that the generalization ability of simultaneous MARS 

modeling is very good, that is, there is no excessive 

adaptation problem (Akin et al., 2020a). 

Since the R package in question tries to optimize all 

models simultaneously, the results of MARS analysis to 

be obtained for more than one dependent variable (the 

GRsq value calculated simultaneously for all dependent 

variables) will not be as good as MARS analyses to be 

obtained separately for each dependent variable (i.e. the 

GRsqvalues calculated for each of the dependent 

variables) (Milborrow, 2019). 

The ehaGoF package was used to evaluate the predictive 

performance of the MARS model established for all 

dependent variables, and the results obtained are shown 

in Table 5 below. 

It can be argued that MARS models established due to the 

very low values of RMSE, RRMSE, CV, RAE, MAD, MAPE 

and MRAE goodness of fit criteria have a very good fit.  

When the literature is examined, the fact that the 

standard deviation rate of a model is lower than 0.10 

means that the predictive accuracy of that model is quite 

good (Grzesiak and Zaborski, 2012; Eyduran and 

Zaborski, 2017; Eyduran et al., 2019; Faraz et al., 2021). 

It has been reported that the standard deviation rate 

should be lower than 0.40 to say that an established 

regression model can have a good fit (Grzesiak and 

Zaborski, 2012). In this study, YieldWinter MARS result 

with the best (0.17) value of Standard deviation rate 

(SDR) was observed. In other words, it can be said that 

the MARS model established for this value has a much 

better fit than other values. As here, it is seen that the 

mean of ME, that is, error terms, is theoretically zero, and 

this is the desired value.  

The fact that the determination coefficient (Coefficient of 

Determination, Rsq) and the Adjusted Coefficient of 

Determination (AdjRsq =0.998) of the established MARS 

regression model are close to 1 means that the said 

model explains almost all of the total difference 

(variation) of the dependent variable. In the study, when  
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Table 5. The goodness of fit criteria MARS algorithms 

  MARS Results 

 Criteria YieldAutum YieldWinter YieldSpring Yieldsummer 

1  Rootmeansquareerror (RMSE) 0.35 0.04 0.43 0.07 

2  Relative root mean square error (RRMSE) 14.81 6.73 19.27 20.70 

3  Standard deviation ratio (SDR) 0.22 0.17 0.28 0.25 

4  Coefficient of variation(CV) 14.85 6.75 19.33 20.76 

5  Pearson's correlation coefficients (PC) 0.98 0.99 0.96 0.97 

6  Performance index (PI) 7.50 3.39 9.82 10.51 

7  Mean error (ME) 0.00 0.00 0.00 0.00 

8  Relative approximation error (RAE) 0.02 0.00 0.03 0.03 

9  Mean relative approximation error (MRAE) 0.01 0.01 0.01 0.01 

10 Mean absolute percentage error (MAPE) 0.21 0.61 0.31 0.32 

11 Mean absolute deviation (MAD) 43.89 29.02 72.03 49.60 

12 Coefficient of determination (Rsq) 0.0-95 0.97 0.92 0.94 

13 The adjusted coefficient of determination (ARsq) 0.94 0.97 0.91 0.93 

14 Akaike's information criterion (AIC) 1344.42 1210.78 1483.22 1363.93 

15 Corrected Akaike's information criterion (CAIC) 1352.72 1219.08 1491.52 1372.73 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Selection graph of MARS model for all dependent variables. 

 

Table 5 is examined, it is seen that the Rsq and AdjRs 

values of all dependent variables are very close to 1 and 

the highest value belongs to the dependent variable 

YieldWinter (Rsq=0.971, AdjRsq=0.966). Similar comments 

It is desirable that the adjusted coefficient of 

determination (Adjusted Coefficient of Determination, 

AdjRsq =0.998) is close to the coefficient of 

determination (Rsq =0.999) (Akin et al., 2020a; Çelik et 

al., 2021). 

The Pearson correlation coefficient (PC) between the 

observed and estimated values in terms of milk yield is 

desired to be very close to 1 for all dependent variables. 

When Table 5 was examined, it was determined that the 

Pearson correlation between the actual and predicted 

values was quite high and statistically significant in terms 

of the dependent variables examined.  It is seen that the 

YieldWinter value has the highest correlation (r=0.9869) 

(Çelik and Yılmaz, 2018; Akin et al., 2020a).  

3.1. Graphical Representation of MARS Model 

In the MARS model with four simultaneous continuous 

dependent variables, the black horizontal bold line 

represents the common GRsq value, the red horizontal 

dashed line represents the common Rsq value, the pale 

pink fine lines represent the corresponding Rsq value in 

each folk, and the horizontal thick pink line represents 

the common CVRsq value, the dashed red vertical line 

represents the optimum number of terms corresponding 

to the common CVRsq value in the peak, and the dashed 

fine dotted black vertical line (common for the four 

dependent variables) represents the point where the 

GRsq value is the maximum (Akın et al., 2020a). 

However, it can be stated that the dashed vertical dotted 

red line showing the point where the horizontal thick red 

line is maximum indicates the ideal number of terms 

determined by cross-validation. The earth pack accepts 

as the appropriate number of terms the number of terms 
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corresponding to the dashed vertical dotted black line, 

indicating the point where the GRsq value is maximum. 

In general, dashed vertical dotted red and black lines 

overlap. However, when Figure 1 is examined, it is seen 

that the MARS prediction model is established based on 

the GRsqvalue, that is, the GCV criterion has 6 terms for 

the MARS prediction model established based on cross 

validity for four dependent variables (Akin et al., 2020a). 

The YieldSpring dependent variable is given as a graph 

showing the error value corresponding to each 

prediction value (Figure 2). In linear models, the constant 

variance assumption of errors is ideal. Therefore, it is 

desirable that the error values should spread evenly 

against the increase of the relevant estimation values and 

that the red straight horizontal line should be on the 

horizontal gray zero line. However, the fact that the 

distribution of errors against the increasing YieldSpring 

estimation values is in the form of a pipe around the zero 

point is proof of this assumption. However, it has been 

stated that the constant variance assumption, which is 

one of the most important assumptions of the linear 

model, is not important for MARS models (Milborrow, 

2019; Akin et al., 2020a). Therefore, in the graph in 

Figure 2, it can be said that the constant variance is 

provided because the red horizontal straight line is 

almost above the zero horizontal line. This was 

confirmed to be in line with the results of the study by 

Akin et al (2020b).  It is seen that observations 43, 67, 

and 135 for the YieldSpring feature are outlier values that 

increase the error variance. Similar interpretations are 

made for other dependent variables. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Distribution graph of errors according to the estimated YieldSpring dependent variable. 

 

Milborrow (2019) reported that the normal distribution 

of errors is generally not important for MARS models. 

The fact that the error values are almost above and 

around the cross line means that the errors show normal 

distribution. As can be seen from the graph in Figure 3, it 

can be said that observation values 43, 67 and 135 

produce large error values (Figure 3).  

Similar to this research, Çanga (2022) compared the 

goodness-of-fit criteria of the training and test set model, 

reducing the bias by cross-validation. It represents the 

test data against the estimated graph obtained using the 

MARS model (Figure 4, 5, 6 and 7). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. QQ graph of errors for YieldSpring dependent 

variable. 
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Figure 4. A graphical representation of the terms that make up the MARS model for YieldAutumn estimation. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. A graphical representation of the terms that make up the MARS model for YieldWinter estimation. 
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Figure 6. A graphical representation of the terms that make up the MARS model for YieldSpring estimation. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7. A graphical representation of the terms that make up the MARS model for YieldAutumn estimation. 

 

A more detailed interpretation can be made by giving a 

complete graphical holistic representation. In their study, 

Bayril and Yilmaz (2017) reported that the milk yields of 

animals differ in spring, summer, autumn, and winter and 

that milk yields are decreasing in summer and autumn. 

This situation is consistent with the results of the study. 

In parallel with this study, Novak et al. (2009) 

investigated the effects of hot months, lactation period, 

and many lactations on milk yield. According to their 

findings, milk yields gradually increased from May to 

June and decreased in December. On the other hand, 

Bouallegue et al. (2013) reported that the milk yields of 

cattle were less in the summer months.  Consistent with 

this study Vijayakumar et al. (2017) found that there was 

a relationship between the number of lactations, the 

number of days of lactation, the lactation phase-time, and 
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milk yield. Here, it is clear that the graphs that best fit 

among the four dependent variables are the YieldWinter 

variable. In addition, when Table 5 was examined, it was 

observed that the YieldWinter value had the highest 

correlation (r=0.9869) in terms of the dependent 

variables examined.  

 

5. Conclusion 
MARS algorithm is a method to advance a more 

understandable and easy prediction of agricultural and 

livestock. In the study, the direct effect of the parameters 

and complex interactions of the MARS model was clearly 

shown.  It is seen that the best fit value for the estimation 

equation of four dependent variables is the YieldWinter 

variable. The effect of the season on milk yield can be 

further investigated in this study by taking into account 

different parameters. Models with more and fewer 

features can be examined to determine the best-

performing model. However, the results clearly show that 

machine learning models such as MARS perform more 

detailed and better than traditional statistical models 

when used in animal milk yield estimation. 

It shows that the MARS model is suitable for Türkiye as a 

whole and for farmers producing milk to have 

information about the best yield periodically on the farm. 

Milk production estimation based on accepted statistics 

should be used to create short- and long-term plans to 

deal with future milk production, especially. 
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