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Abstract: This study compares the psychometric properties of scales developed 

using Exploratory Factor Analysis (EFA), Self-Organizing Map (SOM), and 

Andrich's Rating Scale Model (RSM). Data for the research were collected by 

administering the "Statistical Attitude Scale" trial form, previously used in a 

separate study, to 808 individuals. First, EFA, SOM and RSM were applied to 

decide the number of dimensions of the scale, and to select items. Subsequently, 

Confirmatory Factor Analysis (CFA) was used to the forms obtained from different 

methods and their CFA fit indices were compared. The analysis revealed variations 

in the number of dimensions and item distribution across different methods. 

Results indicated that the form generated using SOM exhibited the highest fit 

indices. Furthermore, the CFA fit indices of the form created with RSM were found 

to be satisfactory, offering detailed insights into both items and individuals. 

1. INTRODUCTION 

Acquiring and measuring knowledge, skills, and affective qualities are extremely important in 

education. Measurement procedures related to the affective qualities expected to be possessed 

by the individual find a vast place in academic studies and international exams. For this reason, 

obtaining statistically significant results from the data collection tools used in the measurement 

and evaluation processes is important to determine the level of these affective qualities. In this 

context, the psychometric properties of the scores obtained from the data collection tool, such 

as validity and reliability, should be aligned with the standards. 

There are different definitions and classifications for validity in literature. In one approach, 

validity is defined as the degree to which a test can measure the desired feature without 

confusing it with other features (Ebel & Frisbie, 1991). Validity, as defined by the American 

Psychological Association, refers to the extent to which evidence and theory support the 

interpretations of test scores for their intended uses (AERA, 2014, p.11). According to AERA 

(2014), there are four validity evidences: test content, response processes, internal structure, 

relations to other variables. The internal structure includes the number of dimensions of the test, 

whether the structure is the same among different groups, which requires statistical calculations 

in its presentation. Depending on the type of test, the internal structure may be influenced by 
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differences in item types within the test, type of item response category, unexpected nonlinear 

relationships between items, non-normal distribution of data, unexpected relationships between 

factors, and size of the sample. For this reason, when developing a measurement tool, it is 

thought to be critical to choose a statistical technique appropriate to the nature of the 

measurement tool to reveal evidence about the internal structure in a meaningful way. Fava and 

Velicer (1992) and Wood et al. (1996) have suggested that failure to accurately determine the 

number of dimensions may lead to the merging of dimensions with each other and item loading 

onto incorrect factors. The current study focuses on the internal construct validity evidence of 

Likert-type scales.  

Scales can be employed to measure individuals' abstract features, called 'structure', that cannot 

be directly observed (Erkuş, 2012; Nunally & Bernstein, 1994). Likert-type scales typically 

consist of items with ordinal and multi-category responses. To statistically prove the validity of 

the scores obtained from the Likert-type scales, it is important to determine the number of 

dimensions of the scales and select the most qualified items. During the development process, 

various algorithms or models rooted in different theories may be applied for item selection and 

dimensionality determination. Factor analysis is commonly used in dimension determination 

and item selection (Anastasi, 1976; Crocker & Algina, 2008).  The literature includes various 

comparative studies on techniques for determining the number of dimensions in Likert-type 

scales and selecting items. Examples of such studies include Şimşek's (2006) comparison of 

EFA with cluster analysis and multi-dimensional scaling, Doğan and Başokçu's (2010) 

comparison of factor analysis with stepwise cluster analysis, and Kozan's (2016) study 

comparing factor analysis, cluster analysis, and multi-dimensional scaling. In addition to 

classical methods, Item Response Theory (IRT) models also provide extensive opportunities 

for examining the psychometric properties of the Likert-type scale. 

In this context, since the Likert-type scale typically consist of polytomous item, it would be 

reasonable to use polytomous IRT models to estimate non-linear relationships between the 

respondent's propensity level and the likelihood of responding in a specific category 

(Embretson & Reise, 2000). In IRT, model selection is made considering the dimensionality of 

the measurement tool (single or multiple), the categorization of item responses (dichotomous 

or polytomous), and the parameters to be estimated. Graded response model, partial credit 

model, rating scale model, and generalized partial credit model are among the models that can 

be used in the analysis of Likert-type ordinal polytomous measurement instruments (De Ayala, 

2009; Embretson & Reise, 2000; Ostini & Nering, 2006). Polytomous IRT models reflect two 

types of conditional probabilities: (a) the probability of responding in a specific category and 

(b) the probability of responding positively instead of negatively at a particular boundary 

between two categories (Ostini & Nering, 2006). Current study, RSM (Andrich, 1978a; 

Andrich, 1978b) was employed. The reason for using RSM in this study is that the category 

threshold values calculated in the RSM process remain the same for all items in the scale (Bond 

& Fox, 2015). In addition to the fact that the calculated boundary values in RSM remain the 

same for all items, a boundary value equal to one less than the number of categories is calculated 

for all items in the scale. Figure 1 illustrates the representation of an item with four response 

categories and three thresholds. 

Figure 1. Category thresholds. 

 

According to Figure 1, an individual can respond positively to the first and second thresholds 

(leading to Category 3), respond negatively to the first and second thresholds (leading to 
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Category 1), or respond positively to the first threshold and negatively to the second threshold 

(leading to Category 2) (De Ayala, 2009). In RSM, each item has its own estimated item 

difficulty, and all items share a common threshold structure (Bond & Fox, 2015), the fact that 

all items share a common threshold structure distinguishes RSM from other polytomous IRT 

models. 

In recent years, with the rapid advancement of information technologies, there has been a 

significant increase in the amount of data that can be collected. Among these large datasets, 

previously unknown relationships may exist, requiring more advanced analysis to find these 

relationships. Additionally, sometimes when the assumptions of classical methods cannot be 

met, the analysis results may not be sufficiently dependable. Considering such reasons, it has 

been thought that artificial neural network (ANN) algorithms, which are part of machine 

learning, can also be beneficial. ANN has proven successful in various fields, including object 

recognition, natural language processing, numerical prediction, and classification (Bramer, 

2020), for purposes such as prediction, clustering, and classification (Eğrioğlu et al., 2019).  

The ability of artificial neural networks to create complex and nonlinear models is also 

considered an advantage (Çevik & Tabaru-Örnek, 2020). Murtagh and Hernandez-Pajares 

(1995) call SOM a well-known neural network that is closely related to cluster analysis. 

Kohonen (1982), who discovered SOM, said that SOM is a network where neurons in a two-

dimensional grid are individually adjusted for each input signal, particularly in large datasets 

and for different input patterns. Kohonen (2014) stated that while producing low-dimensional 

projections from high-dimensional data, SOM preserves similarity relationships. SOM is a 

nonlinear statistical technique and can be used to analyze multivariate data for exploration and 

clustering purposes, working with fewer traditional statistical principles, and requiring less in-

depth knowledge than in statistical and multivariate analyses (Ferles et al. 2021; Galvan, et al., 

2020; Galvan et al., 2020; Galvan et al., 2021; Haykin, 2009). The unsupervised learning model 

of SOM enables clustering in situations where groups are unknown. Competitive learning rule 

is used to perform unsupervised learning (Haykin, 2009). SOM selects a subset of "models," 

each consisting of a data vector and its best-matching model, called the "winner," along with 

spatial neighbors, and adjusts them for better matching (Kohonen, 2014). Distance measures 

are used to find the similarity between the input vector and neurons (Miljković, 2017). These 

distance measures include Euclidean, correlation, cosine similarity, and Manhattan distance 

(Grajciarova et al., 2012).  

When reviewing the literature, it is evident that while some studies exclusively employed IRT 

models, others compared classical models with IRT models. For instance, Krishnan and Idris 

(2018), Cantó Cerdán et al. (2021), İlhan and Güler (2018), Peixoto et al. (2021), Takasaki et 

al. (2021) and Karlin and Karlin (2018) utilized various Rasch models in scale development 

studies. Additionally, Karlin and Karlin (2018) contended that besides assessing test validity, 

the Rasch model also offers an opportunity to evaluate students. In their studies, Uysal (2015) 

and İlhan and Güler (2017) compared classical test theory and IRT, with İlhan and Güler (2017) 

reported a strong correlation and relative agreement between ability measures obtained from 

Classical Test Theory and Rasch analysis. In a few rare studies, it is seen that SOM is also used. 

For instance, Kiang, and Kumar (2001) found that SOM outperformed pre-rotation factor 

analysis, providing more accurate insights into the latent structure, particularly in skewed data. 

Francis (2001) suggested the use of ANN models for dimension reduction in data with nonlinear 

relationships, comparing them to factor analysis in their study. Sadesky (2007) aimed to 

determine test structure using SOM and highlighted its ability to accurately preserve contiguity 

and proximity relations, suggesting further research applications in educational assessment. 

Tezbaşaran (2016) and Eriş Hasırcı (2019) employed the SOM method and reported its utility 

in item selection to determine the dimension-item structure of tests measuring affective features 

with polytomous items. In this context, it can be observed that IRT models may be effective in 
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revealing the internal structure of Likert-type scales. Additionally, it appears that SOM can be 

useful in determining the number of dimensions and selecting items for the Likert-type scales. 

Despite the advantages identified in the studies, it is thought that there is a significant gap in 

research on determining the psychometric properties of IRT models and artificial neural 

networks, especially in the context of Likert-type scales. In addition, it is thought that 

comparative studies evaluating the effectiveness of these methods and clarifying their 

advantages and disadvantages are lacking. For this purpose, the current study was designed to 

compare different techniques that can be used in the test development process. In this context, 

it is thought that this study can help researchers who want to develop a Likert-type scale in the 

process of dimension determination and item selection. 

For this purpose, the study aims to answer the following question: "What are the confirmatory 

factor analysis CFA fit indices for test forms developed from items selected based on the results 

of EFA, SOM and RSM?” 

2. METHOD 

In the initial step of the study, the pilot version of the Statistical Attitude Scale was 

administered. In the second step, variations of the Statistical Attitude Scale were created using 

EFA (1 dimension - 32 item), SOM (1 dimension - 16 item, 2 dimension - 26 item), and RSM 

(1 dimension - 25 item, 1 dimension - 32 item). The fit indices obtained by separately applying 

CFA to these 5 models were compared, and the form with the best-fit values was revealed. In 

this context, the research has descriptive features in terms of revealing scale structures to be 

obtained from different techniques (Grove et al., 2012) and relational features in terms of 

comparing CFA fit indexes of scale structures obtained from different techniques (Büyüköztürk 

et al., 2017). 

2.1. Study Group 

The Attitude Scale Towards Statistics trial form used in the study was administered to 808 

university students and graduates. While 26% (N: 211) of the group is male, 74% (N: 597) were 

female. While 32% (N: 257) of the participants stated that they had not taken a statistics course 

before, 68% (N: 551) stated that they had taken a statistics course. "Which of the following best 

describes your academic field?" It is seen that 36% (N: 289) quantitative, 43% (N: 347) equal 

weight (quantitative and qualitative), 18% (N: 149) qualitative, and 3% (N: 23) foreign language 

answers were given to the question. 

2.2. Data Collection 

Data were collected in the fall semester of 2020 after obtaining the approval from the Hacettepe 

University Ethics Committee. During the research process, the scale was planned to be 

administered face-to-face. However, when the implementation process was started, the scale 

trial form was delivered to the participants online due to the national and international COVID-

19 pandemic. 

2.3. Instruments 

There are 40 items in this scale, which were prepared to determine the level of attitude towards 

statistics. Twenty of the items are positive, and 20 of them are negative statements. Negatively 

worded statements were reverse scored. The scale trial form and the descriptive statistics of the 

items in the scale are in Appendix A. Item pairs m9-m40 and m1-m31 in the scale were used 

as control items. Before the analyses were performed, the polychoric correlation value between 

m1-m31 (.69) and m9-m40 (.77) item pairs was significant at .01 significance level; it was 

determined that there is a relationship above the medium level. Therefore, control items (m31 

and m40) with weaker psychometric properties were excluded from the scale in the subsequent 

analyses. 
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2.4. Data Analysis 

Analyzes were performed with MATLAB, Winsteps, JASP, Factor, and R software. To provide 

cross-validation before the analyses were performed, the data set was randomly divided into 

three groups of 33%, and EFA was performed with the JASP program over three groups. After 

these analyses, it was found that there was no significant difference between the factor loadings 

of the same items in different forms. Afterward, the polychoric correlation matrix was used in 

the EFA performed with the entire data set. In addition, estimations were made using the 

unweighted least squares method since the item responses were in the ordering scale and the 

responses were not normally distributed. Parallel Analysis was also used to decide the number 

of dimensions. The scale's psychometric properties were determined in line with the variance 

rates explained because of the analysis, item factor load, and dimensionality convergence index. 

SOM analyses were performed in the MATLAB software. SOM works by creating maps 

consisting of "nxn" neurons, where "n" is the number of neurons, each neuron represents a 

dimension, and which items are in which dimensions, and this distribution can change at 

different "n" values. In the study, before the final evaluation according to SOM, the item and 

size distributions in the maps consisting of 4x4, 3x3, and 2x2 neurons were examined, and it 

was determined that the model consisting of 3x3 neurons was ideal and the items to be selected 

for the final test were determined through this model. 

RSM analysis was performed using Winsteps software. In the RSM analysis, the items selected 

for the final form were chosen according to their infit and outfit values. Accordingly, a form 

was obtained by removing the items with at least one of the infit or outfit values above "1.4" 

(Bond & Fox, 2015). Then, the items with at least one of the infit or outfit values above "1" 

were removed, and another form was created. 

Since each of the techniques discussed in the research performs its own calculations, instead of 

directly comparing the results, CFA was applied via the JASP software to the different models 

established, and each model's fit and error indices were compared. In CFA, diagonally weighted 

least squares estimation (DWLS), which is the most reliable parameter estimation method for 

ordinal data and generally when the variables are not normally distributed, was used (Brown, 

2006; Flora & Curran, 2004; Li, 2016). 

3. FINDINGS 

3.1. Findings Related to EFA 

The results of KMO and Bartlett Sphericity Test obtained from EFA are given in Table 1. A 

KMO value above .90 indicates that the sample size is appropriate for factoring, and that the 

Bartlett test is statistically significant, showing that the inter-item correlation matrix is suitable 

for factor extraction (Şencan, 2005). As shown in Table 1, data were suitable for EFA.  

Table 1. KMO-Bartlett’s sphericity test results. 

Kaiser-Meyer-Olkin Measure of Sampling Adequacy .978 

Bartlett's Test of Sphericity Approx. Chi-Square 27891.0 

 df 703 

 Sig .000 

Table 2 shows the eigenvalues obtained using the unweighted least squares technique and the 

explained variance percentages. Çokluk et al. (2012) stated that one of the points to be taken 

into consideration when deciding on the number of factors is the percentage of variance 

explained and that the number of factors can be determined as "1" if the percentage of variance 

explained by the eigenvalues after the percentage of variance explained by the first eigenvalue 

is significantly reduced. As shown in Table 2, the first eigenvalue has a 59% contribution to the 
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explained variance. In comparison, the second eigenvalue has a relatively low contribution of 

9%. According to Table 2, the scale is one-dimensional.  

Table 2. Explained variance based on eigenvalues. 

Factor Eigenvalue Proportion of Variance Cumulative Proportion of Variance 

1 22.26430 .58590 .58590 

2 3.56160 .09373 .67963 

3 1.62018 .04264 .72227 

4 0.91090 .02397  

Table 3 shows the matrix of unrotated factor loadings. The reason for using unrotated factor 

loadings in the analysis process is that there is no similar process in the analyses of SOM and 

RSM. Since the last item in Table 3 is 39, there seem to be 39 items in the analysis, but there 

are 38 items in the analysis. This is because the item numbers were kept the same to avoid 

confusion when the analysis was performed after item 31 and item 40 were subtracted and 

compared with the items selected by other methods. The same is true for Table 4. Table 3 shows 

that item 3, item 15, and item 16 communality values are less than 0.50. And item 34 and item 

38 give the highest loading values to the third factor. In addition, the PA technique with one-

dimensional limitation was applied to support the one-dimensionality assessment based on 

Table 2 and Table 3.  

Table 3. Unrotated loading matrix. 

Item F1 F2 F3 Communality Item F1 F2 F3 Communality 

1 .839 -.227 -.084 .763 20 .840 .232 -.106 .771 

2 .819 -.238 -.087 .736 21 .843 .140 -.098 .740 

3 .525 .402 .110 .449 22 .766 -.360 -.094 .726 

4 .757 .229 -.010 .626 23 .789 -.388 -.083 .780 

5 .862 -.221 -.020 .792 24 .831 -.190 .035 .727 

6 .774 -.344 -.088 .726 25 .841 -.332 -.053 .820 

7 .715 .375 .071 .656 26 .776 -.426 -.060 .786 

8 .768 .240 -.201 .688 27 .775 .292 .052 .689 

9 .739 .276 -.218 .669 28 .728 .305 -.149 .646 

10 .760 .260 -.247 .706 29 .831 .204 -.040 .735 

11 .770 -.417 -.032 .767 30 .750 -.269 .008 .635 

12 .837 -.133 .064 .723 32 .862 .287 -.012 .826 

13 .843 .300 -.016 .801 33 .762 .339 .139 .714 

14 .812 .304 .052 .755 34 .514 .018 .621 .650 

15 .538 .351 .036 .414 35 .783 .377 -.013 .755 

16 .302 .326 .083 .204 36 .630 -.170 .444 .623 

17 .769 -.317 .005 .691 37 .803 -.389        .005 .796 

18 .868 -.186 .008 .788 38 .514 -.042 .629 .662 

19 .863 .210 -.011 .789 39 .741 -.372 -.026 .688 

Table 4 shows the PA factor loadings matrix with a one-dimensional boundary. Table 4 has 

shown that the communality values of item 3, item 15, item 16, item 34, item 36 and item 38 

were less than 0.5. In addition, when the one-dimensional convergence indices obtained as a 

result of PA are examined, the unidimensionality fit index (UniCo), which is desired to be more 

than 0.95, was found to be 0.971, the explained common variance index (ECV), which is desired 

to be more than 0.85, was found to be 0.866, the mean index of the residual absolute loadings 
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of the item, which was required to be less than 0.30, was found to be 0.284. These results also 

support the interpretation that the scale is one-dimensional. 

Table 4. Unrotated loading matrix according to single factor limitation. 

Item F1 Communality Item F1 Communality 

1 .868 .754 20 .843 .710 

2 .846 .715 21 .841 .707 

3 .538 .289 22 .798 .638 

4 .749 .561 23 .822 .675 

5 .882 .778 24 .830 .690 

6 .804 .647 25 .865 .749 

7 .728 .530 26 .821 .673 

8 .779 .607 27 .789 .623 

9 .759 .576 28 .738 .544 

10 .780 .609 29 .838 .702 

11 .808 .654 30 .760 .578 

12 .846 .716 32 .885 .783 

13 .854 .730 33 .780 .608 

14 .830 .689 34 .514 .264 

15 .544 .295 35 .806 .650 

16 .303 .092 36 .630 .397 

17 .787 .620 37 .824 .679 

18 .872 .760 38 .518 .268 

19 .869 .754 39 .770 .593 

McDonald's Omega reliability coefficient of the form was calculated as .97, and Cronbach's 

Standardized Alpha reliability coefficient was calculated as .97. These values provide evidence 

that the results obtained from the measurement tool are reliable. 

As a result, it is likely appropriate to exclude item 16, item 34, and item 38 from the test, whose 

factor loadings in Table 3 are not high enough and/or give high loads to more than one 

dimension. In addition to these items, item 3, item 15, and item 36, whose common variance 

values were less than .5 according to the PA results made with one-dimensionality limitation, 

were not included in the final form. Thus, a one-dimensional and 32-item scale was obtained. 

3.2. Findings Related to SOM 

Figure 2 shows a SOM graph consisting of 3x3 neurons, n=3. It says which dimension and how 

many items are in the hexagons. The neuron and hence the size numbering is done in a specific 

order, with the lower left neuron being the first neuron and the upper right neuron being the 

ninth neuron. According to Figure 2, there are 16 items in neuron number eight, 10 items in 

neuron number three, 3 items in neuron number one, 2 items each in neurons 6 and 7, and 1 

item in neurons 2, 4, and 5. The fact that the inside of a neuron is fully colored indicates that 

the neuron is saturated, without the color being important (different programs may have 

different color representations). We can consider the saturation of the neuron as the network 

receives as much material as a neuron can receive at a given number of pieces of training. 

Accordingly, the eighth neuron was fully saturated, the third neuron was nearing saturation, and 

the remaining neurons were not saturated According to Figure 2, items are collected in 2 main 

dimensions. 
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Figure 2. Graph of hits (item neuron distribution) for SOM analysis. 

 

Figure 3 gives the color representation of the distance between neurons. By examining the 

"Neighboring Weight Distances" between neurons in Figure 3 and the items in the scale, items 

in close dimensions (neurons) can be considered together. The fact that the colors go from light 

to dark shows that the distance between the dimensions increases. In this case, the dimensions 

3-6 and 5-9 are close to each other and the items in these dimensions can be combined. The 

researcher can decide by considering the items' distances and the theoretical structure. 

Figure 3. Graph of hits (item neuron distribution) for SOM analysis. 

 

Table 5 shows which item is included in which dimension. When Figure 2 and Figure 3 are 

evaluated together, a 1- or 2- dimensional structure can be created by considering the theoretical 

background of the scale. According to Table 5, items 34, 36, and 38 belong to the first 

dimension; item 24 to the second dimension; item 15 to the fourth dimension; item 5 to the fifth 

dimension; items 1 and 2 to the sixth dimension; items 3 and 16 to the seventh dimension; and 

items 12 and 18 to the ninth dimension. 

Table 5. SOM substances neuron distribution. 

Dimensions Item 

1 34, 36, 38 

2 24 

3 6, 11, 17, 22, 23, 25, 26, 30, 37, 39 

4 15 

5 5 

6 1, 2 

7 3, 16 

8 4, 7, 8, 9, 10, 13, 14, 19, 20, 21, 27, 28, 29, 32, 33, 35 

9 12, 18 
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According to Figure 1, a one-dimensional form comprising 16 items was created with items 4, 

7, 8, 9, 10, 13, 14, 19, 20, 21, 27, 28, 29, 32, 33, and 35 located in the eighth dimension, which 

is saturated. Another two-dimensional form with 26 items was created by adding items 6, 11, 

17, 22, 23, 25, 26, 30, 37 and 39 in the third dimension to the items in the eighth dimension. 

3.3. Findings Related to RSM 

Rasch analysis examines dimensionality through primary components analysis of Rasch 

measurement residuals. Since EFA was performed during the research process and RSM 

dimensionality results were also highly like these results, the dimensionality outputs of RSM 

were not included in the findings.  

Table 6 shows descriptive statistics, and reliability values of 804 people who were determined 

as non-extreme (outlier) individuals. As shown in Table 6, fit statistics of the person' mean are 

very close to 1, and the data on the individuals provide the model-data fit. In addition, The 

Cronbach Alpha reliability coefficient is relatively high as .97. The fact that the separation index 

of individuals is more than 2 (Linacre, 2012) indicates that students with different attitudes 

toward statistics are effectively differentiated.  

Table 6. Summary of 804 measured (non-extreme) person. 

 Total Score Measure Model S. E. Infit Mnsq Infit Zstd Outfit Mnsq Outfit Zstd 

Mean  116.6 0.0674 0.2039 1.05 -0.3 1.09 -0.2 

P. Sd. 33.3 1.2829 0.0762 0.63 2.4 0.79 2.3 

S. Sd. 33.4 1.2837 0.0762 0.63 2.4 0.79 2.3 

Max. 189.0 5.2893 1.0037 4.08 8.4 9.90 9.0 

Min. 39.0 -5.0817 0.1736 0.19 -5.9 0.20 -5.7 

Real RMSE .2502 

True SD 1.2583 

Separation 5.03 Person Reliability .96 

Model RMSE .2177 

True SD 1.2643 

Separation 5.81 Person Reliability .97 

S.E. of Person Mean = 0.0453 

Person Raw Score-to-Measure Correlation = .96 

Cronbach Alfa (KR-20) Person Raw Score “Test” Reliability = 0.97 SEM = 5.41 

Table 7. Item measurement reports. 

 Total Score Measure Model S. E. Infit Mnsq Infit Zstd Outfit Mnsq Outfit Zstd 

Mean  2478.0 0.0000    0.0417       1.01     -0.9    1.09     -0.1 

P. Sd. 477.4 0.7979    0.0018        0.35     5.2     0.50     4.7 

S. Sd. 483.9 0.8086    0.0018        0.36     5.3     0.51     4.8 

Max. 3362.0 1.2794    0.0486       2.28     9.9    3.13     9.9 

Min. 1715.0 -1.6056    0.0398        0.62    -9.1     0.60    -8.4 

Real RMSE  0.0445 

True SD  0.7966 

Separation 17.92 Item Reliability 1.00 

Model RMSE  0.0417 

True SD  0.7968 

Separation 19.11 Item Reliability 1.00 

S.E. of Item Mean = 0.1312  

Item Raw Score-to-Measure Correlation =-1.00 

Table 7 shows descriptive statistics, and reliability values of the items. The items' mean infit 

and outfit values in Table 7 are very close to 1.  Item reliability value is 1. The item reliability 

index indicates the consistency of item placements when the same items are given to another 



Bekmezci & Doğan                                                             Int. J. Assess. Tools Educ., Vol. 12, No. 2, (2025) pp. 180–197 

 189 

sample with similar behavior (Bond & Fox, 2015). In addition, since the item reliability level 

is relatively high, there is no need to look at the item separation index. 

Table 8 gives category threshold values, category infit and outfit values, and descriptive 

statistics of categories. The threshold values in Table 8 and the infit and outfit values of these 

values show us that the item categorizations work properly. As shown the fit statistics in Table 

8 which between .5 and 1.5, indicating that the categories work properly (Linacre, 2014). 

Therefore, the answer categories and the five-point Likert rating work properly. 

Table 8. Category threshold values. 

Category % 
Observed 

Average 

Sample 

Expect 
Infit Outfit 

Andrich 

Threshold 

Category 

Measure 

Estimate 

Disc. 

1 18 -1.742 -1.71 1.01 1.24 NONE -2.56  

2 17 -0.7128 -0.746 1.01 1.07 -1.14 -1.10 1.10 

3 24 0.0168 0.0149 0.84 0.81 -0.69 -0.05 1.00 

4 22 0.8005 0.7728 0.86 0.92 0.48 1.08 1.00 

5 19 1.7060 1.738 1.21 1.38 1.35 2.69 0.91 

Table 9 gives the item measure values, which can be interpreted as RSM item difficulty and 

infit-outfit. The measurement value gives information about the item's difficulty level (the level 

of having the measured feature) (Linacre, 2012). Small measure values in Likert-type scale 

items indicate that the state of expressing strongly disagree and disagree is high, and the state 

of agreeing and strongly agree is low. According to Table 9, item 3 has the lowest difficulty, 

while item 23 has the highest. Table 9 also shows that items 3, 15, 16, 34, 38, and 39 have infit 

or outfit values of 1.4 or higher, indicating they are not compatible with the model. 

Consequently, these items were removed, resulting in a one-dimensional form with 32 items. 

Table 9. Rating scale model results. 

Item Measure Infit Outfit Item Measure Infit Outfit 

1 0.7568 0.6355 0.6802 20 -0.2739 0.7668 0.7792 

2 0.9528 0.7613 0.928 21 -0.0963 0.8723 0.829 

3 -1.6056 1.5467 1.6677 22 0.9562 0.9055 0.8517 

4 -0.7262 1.0874 1.056 23 1.2794 0.8178 0.8317 

5 0.2884 0.6798 0.6612 24 0.4397 0.6994 0.7171 

6 1.1631 0.8623 1.0584 25 0.9339 0.7293 0.8302 

7 -1.1194 1.2334 1.1815 26 1.2663 0.8653 0.9299 

8 -0.13 0.9958 0.9749 27 -.4788 1.0177 1.1069 

9 -0.3889 1.1492 1.3611 28 -.3608 1.102 1.1208 

10 -0.0547 0.8923 0.94 29 -0.2398 0.8915 0.8378 

11 1.1233 0.8498 0.8813 30 0.6808 0.9141 0.9163 

12 -0.0324 0.8049 0.8832 32 -0.5719 0.8127 0.7784 

13 -0.846 0.9183 0.8535 33 -0.9942 0.9958 0.9914 

14 -0.5277 0.9456 0.8961 34 -1.061 1.7331 1.8537 

15 -0.4822 1.8003 2.5511 35 -0.7474 0.9677 0.9364 

16 -0.6113 2.2792 3.131 36 -.2903 1.3273 1.3758 

17 0.7319 0.7922 0.8461 37 1.0965 0.7163 0.7583 

18 0.1916 0.6234 0.6017 38 -1.169 1.5985 1.5629 

19 -0.2414 0.8702 0.8517 39 1.1886 0.9938 1.48 
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In addition, infit and outfit statistics are desired to be 1.00 because it shows perfect match of 

between data and modal (Güler et al., 2018). For this reason, an attempt was made to ensure 

perfect data-modal compatibility by considering that items with at least one of the infit and 

outfit values greater than '1' could be deleted. Accordingly, another one-dimensional 25-item 

form was created by removing items numbered 3, 4, 6, 7, 9, 15, 16, 27, 28, 34, 36, 38, 39, of 

which at least one of the infit, and outfit values are greater than 1. 

3.4. CFA Findings of Different Models 

Below is a table of critical values for CFA indexes and tables of CFA indexes of different forms. 

Table 10 presents the critical values for CFA as suggested by Schermelleh-Engel et al. (2003).  

Table 10. Critical values for CFA indices. 

Indices Good Fit Acceptable Fit 

χ2/df 0 ≤ χ2/df ≤ 2 2 <χ2/df ≤ 3 

RMSEA .00 ≤ RMSEA ≤ .05 .05 <RMSEA ≤ .08 

NFI .95 ≤ NFI ≤ 1.00 .90 ≤ NFI < .95 

NNFI .97 ≤ NNFI ≤ 1.00 .95 ≤ NNFI < .97 

CFI .97 ≤ CFI ≤ 1.00 .95 ≤ CFI < .97 

GFI .95 ≤ GFI ≤ 1.00 .90 ≤ GFI < .95 

SRMR .00 ≤ SRMR ≤ .05 .05 <SRMR ≤ .10 

Table 11 shows the fit indices of different models. Considering the fit indices of the one-

dimensional and 32-item model obtained from EFA in Table 11, χ2/df, and RMSEA values are 

not within acceptable limits. SRMR value shows acceptable fit. CFI, NFI, NNFI, and GFI 

values show a good fit. The fit indices of the one-dimensional and 16-item SOM model show 

good fit. In addition, the fit indices of the two-dimensional and 26-item SOM model also show 

good fit. As shown in Table 11, there was no difference of more than .01 between the fit indices 

of the two models generated through SOM. It can be stated that there is no statistically 

significant difference between the models. This comment was made because, according to 

Cheung and Rensvold (2002), a difference of less than .01 between the indices indicates 

measurement invariance. When the items in the two-dimensional model created by SOM were 

examined, it was seen that there were items consisting of positive expressions in one dimension 

and items consisting of negative expressions in the other dimension. 

Table 11. Fit indices of different models. 

 EFA SOM RSM 

Indices  1 D. 32 item 1 D. 16 item 2 D. 26 item 1 D. 25 item 1 D. 32 item 

𝜒2/df 7.133 1.493 1.493 6.668 6.627 

CFI .977 .999 .999 .981 .978 

NNFI .975 .998 .999 .979 .977 

NFI .973 .996 .995 .978 .975 

RMSEA .087 .025 .019 .084 .084 

GFI .977 .997 .996 .982 .979 

SRMR .093 .040 .039 .088 .090 

The one-dimensional 25-item model obtained with the RSM shows that the χ2/df value is not 

within acceptable limits, although the RMSEA and SRMR values are within the limit. 

Additionally, the CFI, NFI, NNFI, and GFI values indicate a good fit. The one-dimensional 32-

item model obtained with the RSM shows that the χ2/df value is not within acceptable limits, 

while the RMSEA and SRMR values are within the limit. Additionally, the other indices 



Bekmezci & Doğan                                                             Int. J. Assess. Tools Educ., Vol. 12, No. 2, (2025) pp. 180–197 

 191 

indicate a good fit. When comparing the fit indices of the two models obtained by RSM, it is 

observed that there is no difference greater than 0.01 in all values except for χ2/df. However, 

both models' χ2/df values are outside the acceptable range. 

According to Table 11, there is a difference of more than 0.01 between the fit indices of both 

the one-dimensional and two-dimensional models obtained through SOM and the fit indices of 

the one-dimensional model obtained through EFA. SOM achieved higher fit values than EFA 

with the additional 16 items it removed, in addition to the 6 items eliminated according to EFA, 

while maintaining the same number of dimensions. This may indicate that SOM is more 

sensitive to item selection than EFA. In cases where application time is important, SOM may 

be more useful to measure with the same sensitivity with a shorter form. In addition, it is seen 

that some fit indices of the one-dimensional model obtained from SOM are more than .01 

different from some of the fit indices of one-dimensional models obtained by RSM. In this 

context, the model obtained from SOM indicates a significantly better fit than the models 

obtained with RSM. When comparing the fit indices of the one-dimensional 32-item models 

obtained from RSM and EFA, we can see that all the fit statistics are almost the same except 

for χ2/df. Out of the 6 items removed according to RSM and EFA, only one of them shows a 

difference. The RSM shows good fit values with one dimension of 25 items.  

4. DISCUSSION and CONCLUSION 

The fit indices of the CFA applied to the different forms were examined. According to the 

results, χ2/df in the fit indices of the CFA applied to the form obtained by EFA, as well as indices 

other than SRMR, indicate a good fit. Additionally, all the fit indices obtained from CFA 

applied to two different forms obtained by SOM indicate good fit. Similarly, the fit indices 

obtained from the CFA applied to two forms obtained with RSM also indicate a good fit. 

The high fit indices of the scale construct obtained from SOM indicate that SOM effectively 

distributes the dimensional items during test development. This finding is consistent with the 

results of Tezbaşaran (2016) and Eriş Hasırcı (2019), suggesting that SOM can serve as an 

alternative to EFA. In his study aiming to determine the structure of multiple-choice tests, 

Sadesky (2007) also stated that SOM could be effectively used to represent test data. 

Additionally, Stambuk et al. (2007), Astel et al. (2007), Chattopadhyay et al. (2011), and Das 

et al. (2016) made similar comments, highlighting SOM's suitability for large dataset analysis 

and result visualization compared to cluster analysis and principal component analysis. Sorrosal 

Forradellasa et al. (2012) used SOM to identify the most relevant items in the data and 

concluded that the methodology they employed in the study was appropriate. 

One of the remarkable results here is that although the data did not strictly meet the assumption 

of normal distribution in the analysis process, the fit index values of the models belonging to 

SOM are significantly higher than the fit index values of the models obtained from RSM and 

EFA when estimations in CFA are made using maximum likelihood instead of diagonally 

weighted least squares. In this context, it can be interpreted that SOM is more effective in 

explaining skewed data and creating a better model from these data. This aligns with Francis's 

(2001) findings suggesting that ANN models are suitable for dimension reduction in datasets 

with nonlinear relationships, and with the observations of Kiang and Kumar (2001), indicating 

that SOM effectively detects the structure of non-normally distributed data. In addition, when 

the final scales were examined on an item basis, it was seen that SOM created models with 

higher CFA fit indices with the items it deleted in addition to the items that RSM and EFA 

deleted from the test. Accordingly, with this result, it can be said that SOM performs a more 

sensitive item selection process. 

When examining the CFA fit indices, it becomes evident that RSM, and consequently, IRT 

models, can be effectively employed in the process of test development. Since the infit and 

outfit values of the items obtained from the RSM exceed 1.4, it is observed that only one item 

differs when comparing the items removed from the test and those derived from the EFA results. 
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Çelen (2008) further suggests that IRT can be viewed as an alternative approach to attaining 

similar outcomes in the test development process. Among the techniques utilized in this study, 

RSM offers more detailed statistics on both item and individual levels compared to EFA and 

SOM and model-data inconsistencies also offer detailed insights into relevant items and 

individuals. Similar to the findings of Karlin and Karlin (2018), the Rasch model not only 

validates the test but also enhances student evaluation, providing more accurate results than raw 

scores. Krishnan and Idris (2018) also observed that the Rasch model effectively determines 

psychometric properties by identifying and correcting items that compromise validity, rather 

than re-evaluating all test items. This approach, as demonstrated by Cantó‑Cerdán et al. (2021), 

Sözer and Kahraman (2021), Peixoto et al. (2021), and Takasaki et al. (2021), proves beneficial 

in scale development and adaptation. 

When the findings obtained throughout the study are generally evaluated, it can be stated that 

SOM and RSM are quite useful techniques in revealing the internal structure of the test. 

Considering the items of the scale used in the research, it has been observed that items with 

positive and negative expressions tend to go in two separate dimensions. However, when the 

theoretical foundations of this structure are considered and items are limited to a single 

dimension, it has been observed that the model belonging to SOM gives higher fit indices than 

the one-dimensional model obtained from EFA. In this case, studies can be conducted to 

examine the effect of deleting more items according to SOM on the test content of the scale. 

Additionally, studies can be conducted to determine whether the tendency of items with positive 

and negative expressions to go in two separate dimensions is due to the measurement of 

different sub-factors of the items or is related to the grammatical structure used in expressing 

the items. A real data set was used in this study. A simulation study can be conducted to test 

the performance of SOM in case of different levels of deviation from normality in the used data. 
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APPENDIX 

Appendix A. Descriptive Statistics for the Statistical Attitude Scale.  
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1 2.49 1.18 .30 .086 -.81 .172 21 3.15 1.38 -.18 .086 -1.18 .172 

2 2.35 1.20 .50 .086 -.75 .172 22 2.34 1.17 .46 .086 -.76 .172 

3 4.16 1.03 -1.13 .086 .73 .172 23 2.12 1.11 .70 .086 -.35 .172 

4 3.62 1.28 -.62 .086 -.67 .172 24 2.73 1.22 .13 .086 -.96 .172 

5 2.85 1.28 .04 .086 -1.07 .172 25 2.36 1.22 .51 .086 -.75 .172 

6 2.20 1.15 .58 .086 -.64 .172 26 2.13 1.14 .73 .086 -.36 .172 

7 3.88 1.25 -.94 .086 -.16 .172 27 3.44 1.32 -.46 .086 -.88 .172 

8 3.17 1.33 -.22 .086 -1.08 .172 28 3.35 1.28 -.37 .086 -.91 .172 

9 3.37 1.33 -.38 .086 -1.00 .172 29 3.26 1.37 -.29 .086 -1.11 .172 

10 3.12 1.24 -.17 .086 -.94 .172 30 2.55 1.18 .027 .086 -.86 .172 

11 2.23 1.13 .57 .086 -.58 .172 31 3.59 1.37 -.60 .086 -.90 .172 

12 3.10 1.32 -.15 .086 -1.06 .172 32 3.51 1.35 -.54 .086 -.87 .172 

13 3.70 1.33 -.74 .086 -.64 .172 33 3.80 1.21 -.80 .086 -.21 .172 

14 3.47 1.33 -.53 .086 -.85 .172 34 3.84 1.16 -.89 .086 .09 .172 

15 3.44 1.34 -.43 .086 -.97 .172 35 3.63 1.27 -.65 .086 -.61 .172 

16 3.53 1.22 -.40 .086 -.80 .172 36 3.30 1.21 -.29 .086 -.77 .172 

17 2.51 1.12 .32 .086 -.72 .172 37 2.25 1.12 .54 .086 -.60 .172 

18 2.92 1.24 .00 .086 -1.00 .172 38 3.91 1.07 -.94 .086 .39 .172 

19 3.26 1.42 -.33 .086 -1.16 .172 39 2.18 1.16 .64 .086 -.56 .172 

20 3.28 1.30 -.39 .086 -.91 .172 40 3.50 1.28 -.52 .086 -.76 .172 
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