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Abstract  Keywords 

Students' success in high school plays an important role in shaping their lives, as it also 

affects their success in university placement. It is very important to be able to predict 

this situation so that in case of failure, precautions can be taken, and a solution can be 

produced. If success situations and failure can be predicted, success can be increased 

and stabilized with encouragement and support. In this study, students' academic 

performances were tried to be estimated with the datasets prepared with secondary 

school students in Portugal. The datasets include students' answers about the factors 

thought to affect their success-failure and their grades. The wide use and efficiency of 

machine learning algorithms have also affected studies on predicting student success. 

Different algorithms have been applied using different methods in the datasets and the 

correct prediction rate was tried to be maximized. Experiments were carried out using 

the 10-fold cross validation method. Deep learning, multilayer perceptrons, simple 

logistic regression, decision table, one rule, iterative classifier optimizer, logistic model 

tree and fuzzy unordered rule induction algorithm have been used to predict the student 

academic success. These algorithms have been tested with the classical and bagging 

methods. The experiments also tested the efficiency of the algorithms in predicting 

student success by selecting features and comparing the results. 
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1. INTRODUCTION 
 

Predicting students' grades is important to guide students correctly [1]. To increase students' academic 

success, it is effective to identify the factors that reduce success, to eliminate these factors, or even if this 

is not possible, to reduce their effects. However, these factors are not easy to determine. The reason is that 

there are many factors that affect students' academic performance [2]. Another reason that makes this 

process difficult is the presence of unmeasurable factors. Student success may depend on socio-economic 

and physical conditions. It can be measured by factors such as the society in which one lives, family life, 

school conditions, and financial means. Individual differences such as talent, interest, and intelligence, are 

factors that affect success [3] and they cannot be measured easily. Economic conditions, the number of 

siblings, the education levels, and professions of family members are also factors affecting success [4]. 
 

It is possible to predict success with the survey answers in the datasets used to predict student success 

and the grades taken from school systems and to find out which of these data is effective with artificial 

intelligence methods. A lot of different data about students can be kept through surveys and records. 

The type and size of these data may vary [5]. Working with big data is more convenient for making 

inferences and predictions. Machine learning algorithms, which have become popular in many fields 

recently, can be used to predict student success. Using student data with machine learning algorithms, 

students' success is tried to be predicted [6]. Depending on the type of dataset and function, machine 
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learning techniques may change. Some of these techniques include clustering, classification, and feature 

selection. To make the classification results more efficient, in addition to simple methods, compound 

machine methods that use several methods together can also be used [7]. The dataset on which each 

algorithm works efficiently varies depending on the content of the set. 
 

In this study, simple machine learning techniques and bagging ensemble learning techniques were used 

to predict students' academic achievements. In the study, two open-source datasets, prepared with 

secondary school student data in Portugal, containing socio-economic conditions as well as three grade 

information from mathematics and Portuguese courses, were used. The tests were carried out with eight 

different algorithms by using classical and bagging methods. Initially all the features were involved and 

then some of them were selected. The algorithms used are deep learning (DL), multilayer perceptrons 

(MLP), simple logistic regression (SL), decision table (DT), one-rule (One-R), iterative classifier optimizer 

(ICO), logistic model tree (LMT) and fuzzy unordered rule induction algorithms (FURIA). In this study, 

unlike many other studies, experiments were deepened by selecting features and using ensemble learning 

algorithms together. Using various feature selection algorithms and comparing the results to identify 

common features with the highest contribution has significantly enriched the literature in this field. 

Consequently, the attributes that play the most important role in predicting student success were identified. 

This information provides valuable insights for future research and practical applications in education. 

Another important feature that distinguishes it from other studies is its attempt to enhance various 

classification algorithms using the bagging method and comparing the results of bagging methods with 

classical classification techniques. This study represents a comprehensive investigation that incorporates 

both classical classification methods, feature selection techniques, and the bagging method. 
 

2. LITERATURE OVERVIEW 
 

For educational sciences, being able to predict student success classes is an important and necessary 

choice for the scope of education. There are various studies conducted in this field and some of them 

will be discussed in this section. 
 

Cortez and Silva [8] compared machine learning techniques with two different datasets containing real-

world pieces containing 33 different attributes and three exam scores in commonly seen locations in two 

different high schools in Portugal. To deepen the study, they have created systems that predict students’ 

academic success by transmitting exam grades. Cortez and Silva [8] carried out their work in the 

experimental R programming environment. They used the RMiner Library, an open-source library, and 

DL methods such as random forest (RF), neural networks (NN), support vector machines (SVM), 

decision trees (DTrees) and naive estimator (NV) training. In their study, it was seen that previous life 

success situations were highly effective, but other relevant characteristics were also effective. To obtain 

accurate predictions in their study, 200 values were obtained by performing 10-fold cross validation 20 

times for the derivative. Test findings of all data in ten times with 10% of the data. The dataset with the 

highest prediction success of the system was determined with the experiment including two exam 

grades, and the most successful development was determined as the NV. 
 

V. Vijayalakshmi and K. Venkatachalapathy [9] trained the model with the R program using different 

algorithms for student performance prediction and stated that the algorithm gave the most successful 

results was the deep neural network (DNN) with an accuracy rate of 84%. They used many algorithms 

such as DTrees, SVM, Naive Bayes (NB), RF, k nearest neighbors (k-NN), DNN in their study. 

Tosunoğlu et al. [10] conducted a review of articles in the field of educational sciences with machine 

learning methods. They analyzed 201 articles published between 2015 and 2020. They found that the 

most used algorithm in the articles was the DTrees algorithm with a rate of 22.5%. Güvenç et al. [11] 

tried different machine learning methods to predict the academic success of students taking the 

Introduction to Information Systems Engineering course, but they could not achieve successful results 

due to the lack of sample dataset of 71 students. Hence, to increase the sample, they increased the dataset 
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to 300 student records with the Synthetic Minority Over-sampling Technique (SMOTE) and increased 

the correct prediction success of the most successful algorithm from 60% to 97.87% with the k-NN.  
 

In their study, Salameh et al. [12] carried out the 2-stage (pass-fail) classification in the MATLAB 

program and used the enhanced binary genetic algorithm (EBGA) and binary genetic algorithm (BGA), 

which are feature selection algorithms. They stated that the NB algorithm and the EBGA feature 

selection method were the most successful methods with a rate of 87%, using k-NN, DTrees, NB, SVM 

and the hidden Latent Dirichlet allocation algorithm. 
 

In their study, Quy et al. [13] worked on a 2-stage (pass-fail) classification with Portuguese course notes 

and tried the Adaboost boosting method as well as the classical methods. As a result, they achieved a 

success rate of 95%. 

 

Özkan et al. [14] made a 2-stage (pass-fail) classification with the mathematics dataset in their study to 

find the most effective attribute. As a result of their study in the R program, they stated that the C5.0 

algorithm was successful with a rate of 86% among different algorithms. In their study with a 2-stage 

mathematics course dataset, Başer et al. [15] carried out classification studies with various algorithms 

in the WEKA program and reached a 92.15% accuracy rate with the One-R algorithm. Çınar and Yılmaz 

Gündüz [16] worked with a 2-stage mathematics course dataset. In this study, the LMT algorithm gave 

the best result. Yavuzarslan and Erol [17] tried to predict student success using different algorithms in 

their study with 10-week log records of 93 students, but since the dataset did not work efficiently, they 

renewed the study by creating new dataset derivatives with the synthetic minority sample increase 

method, upsampling and class sampling methods. They achieved over 80% success in their study with 

these newly created dataset variants.  
 

Kayalı and Buyrukoğlu [18] conducted a total of 24 different experiments with 2 datasets, using 

comprehensive forward selection, analysis of variance, embedded feature selection methods and 

DTrees, RF, and exchange of support machines to predict academic success in their country. As a result 

of the experiments, it was observed that the 84% accuracy rate obtained by using all attributes in the RF 

algorithm in the first dataset was increased to 86% by selecting attributes with advanced selection 

techniques. They stated that in the second dataset, the accuracy rate was increased from 82% to 90% by 

using all the features with the RF algorithm and SVM algorithms. 

 

Bentaleb and Abouchabaka [19] stated in their study with datasets prepared with the notes of 3-grade 

mathematics and Portuguese courses, the most successful algorithm with an accuracy rate of 86% among 

DTrees, RF and SVM algorithms is the RF algorithm in the Python program.  
 

Bozkurt Keser and Aghalarova [20] used a new hybrid ensemble learning algorithm (HELA) in their 

study. In this study, they used 3 different boosting algorithms and different combinations of these 

algorithms as input to the HELA. In their study, they used two and five stage classification datasets 

containing secondary school students' grades and other information about mathematics and Portuguese 

courses in Portugal. According to the results of their study, the HELA is more successful than the simple 

boosting algorithms. 
 

This study offers a comprehensive analysis that distinguishes itself from other studies by combining 

classical algorithms, bagging methods, and feature selection. Also, this study demonstrates the 

contributions of feature selection in the educational dataset to the success of classical and bagging 

algorithms. In our study, two datasets containing mathematics and Portuguese courses of secondary 

school students in Portugal, which are frequently used in the literature [8,14,15,20,21,22,23], were 

studied. Initially, classification was made using all features with eight different algorithms. These 

algorithms are DL, MLP, SL, ICO, DT, FURIA, One-R, and LMT algorithms. The same classification 

algorithms were then used along with bagging ensemble learning method. Finally, by using various 

feature selection algorithms, the most effective features were selected for the datasets used. All 
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experiments were repeated by using these features. At first, the results were compared according to 

classification algorithms, ensemble learning methods and feature selection. Then, the results were 

compared with studies using the same dataset in the literature.  
 

3. METHODS 
 

In this section, the main classification algorithms used will be explained one by one with their general 

features. Then, the feature selection algorithms used in the experiments will be discussed. Finally, the 

bagging ensemble learning algorithm will be explained. 

3.1. Classification Algorithms 
 

In this section, the classification algorithms used in this study will be explained. 

3.1.1. Deep learning 
 

DL is an artificial intelligence and machine learning system that learns by imitating the way humans 

learn information. It is a data science that makes modeling using statistics and making predictions [24]. 

Most of the data studied in the DL system is structured and labeled. This is because it requires outputs 

as well as inputs to train the system [25]. 

 

DeepLearning4J library was used in this study. DeepLearning4J is a DL algorithm library used for 

classification and regression with MLP [26]. 

 

3.1.2. Multiplayer perceptron 
 

MLP is an important basis of artificial NN [27]. It is one of the supervised learning algorithms. Both input 

and output data are given to the system and the model is created with the learning algorithm [28]. In the 

model, there are hidden layers between the input and output layers. It transmits the data coming from the 

input layer to the intermediate layers. The number of intermediate layers varies depending on the problem. 

Data from one layer is transmitted to the next intermediate layer. The number of outputs in the system is 

the number of objects in the output layer [29]. After training, the learned model is used to test new data. 

 

3.1.3. Simple logistic regression 
 

SL is a statistical method used to predict a binary outcome in a dataset. It is aimed to find a value for 

the dependent variable by analysing the links between the independent variables in the dataset. A 

definitive judgment is made with this value [30]. More than one input variable can be used in SL. By 

comparing the values read from these variables with previous results, the result is produced by 

calculating the probabilities for new inputs [31]. 

 

3.1.4. Iterative classifier optimizer 
 

ICO algorithms use predictions obtained from neighboring nodes for each step [32]. In this algorithm, the 

errors found after classifying the first record in the dataset are used as feedback and the inputs are changed 

in this way. In this way, all outputs become improved inputs of the next process. This structure can be 

described as a brain neural network. The system is trained by repeating the records in the network [33]. This 

classifier selects the best number of repetitions for an algorithm that performs cross-validation [34]. 

 

3.1.5. Decision table 
 

DT is the decision algorithm used for cases with more than one condition. The table contains conditions 

in rows and columns and actions in the intersection places. It is a rule-logic scheme programmed in a 

table form. New rules can be added by adding a line or column. One action can be reached with more 
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than one condition or can be directed with more than one action. According to the actions, the algorithm 

trained and makes classification [35, 36]. DT is simple and can be easily interpreted. It is easy to 

improve. Effective derivatives can be created, and the application area is wide to test. Even very complex 

data can easily turn into a DTrees [37]. 

 

3.1.6. Fuzzy unordered rule induction algorithm 
 

FURIA uses fuzzy rule or rule stretching approach. It is used in classifications that contain non-sharp 

boundaries, that is, if there are different classes between two classes that do not have clear boundaries. 

It is appropriate to use it for classifications such as good-fair-bad, very good-good- satisfactory -pass-

fail in a data set. It is more advantageous than strict classification rules. It works efficiently when there 

are no sharp boundaries between classes, that is, in classifications with smooth boundaries, which is the 

basis of fuzzy logic. During classification, the results are converted into sharp boundaries [38]. In this 

study, FURIA was used in the WEKA program as the FURIA. 

 

3.1.7. One rule 

 

One-R works like a single-stage DTrees. It has a simple working structure. It tries to select the feature 

that best predicts the target class and infers rules from error data. That is, it takes the best of the 

discriminative featuress, the one that gives the least erroneous result, and sets rules accordingly [39]. 

Considering the datasets, it takes the feature that gives the least error in the result classification and 

creates a rule between the result and the feature. It classifies all records according to this rule. It produces 

rules such as " Successful if absent less than 10 days " [40]. It can be evaluated as a single-level DTrees.  

 

3.1.8. Logistic model tree 
 

LMT algorithm is an algorithm created by combining DTrees induction and logistic regression 

algorithms [41]. It is a supervised classification model. This method is based on the tree structure 

previously found as a model. A piecewise linear regression model is provided from DTrees with constants 

in their leaves [42]. In the logistics part, a model is created at each node using the logitboost algorithm. 

The knot is broken using certain methods. The beginning of each stage is based on the result at the parent 

node. In the final stage, the tree is pruned. Classification is performed according to this tree model. 

 

3.2. Feature Selection Algorithms 
 

The second stage of the experiments was carried out by determining the most effective features. Feature 

selection was made using the feature selection algorithm in the WEKA program. In this algorithm, the 

entire set was used for training purposes. Correlation-based feature subset selection, gain ratio attribute 

evaluation, information gain attribute evaluation, correlation attribute evaluation, relief attribute evaluation, 

symmetrical unsert attribute evaluation, and One-R attribute evaluation algorihms were used in this study 

[43]. Best first, ranker and greedy stepwise are search methods for these evaluation algorithms. While some 

methods work with every algorithm, some of them work with certain algorithms. Feature selection was 

made by trying all of them to find suitable algorithms. The features found for each algorithm were scored 

and ranked, and the most effective ones were selected. Different features were found to be efficient for 

each dataset and classification group, and experiments were repeated with these features.  

 

Although choosing attributes may seem ineffective in some experiments, it affects the completion time 

of the experiments and shows which attribute is effective for each course [44, 45]. 
 

3.3.  Bagging Ensemble Learning Method 
 

Bagging algorithm is an ensemble learning method. While operations are performed with a single 

algorithm in classical machine learning methods, algorithms can be applied together or sequentially in 



Çınar and Yılmaz Gündüz / Estuscience – Se , 25 [2] – 2024 

 

267 

the bagging method. Bagging is one of the heterogeneous ensemble learning models that combine 

training data from data separated into training and testing by selecting different parameters in a single 

algorithm or using different learning algorithms [46]. It combines different algorithms while training 

the training set with different samples and with this method many results are obtained. The majority of 

these classification results are taken as output [47]. 
 

4. DATASET 
 

In this study, two datasets containing similar data were studied, including mathematics and Portuguese 

courses of secondary school students in Portugal [8]. The datasets include students' answers to survey 

questions that meet the criteria which affect their success, their grades, and a success class. The first 

dataset (Set 1) contains student information, mathematics course grades and success class, and the 

second dataset (Set 2) contains student information, Portuguese course grades and success class. 
 

Set 1 includes information of a total of 395 students (208 women and 187 men) for the mathematics 

course and Set 2 includes information of a total of 649 students (383 women and 266 men) for the 

Portuguese course. There are 33 attributes in the datasets. Further details are presented in [48].   

 

The datasets include information such as family information, student time use, success, or failure in 

previous years, as well as two exam grades with evaluation scores between 0 and 20 and the final exam 

grade. The final exam was used to predict student success. In Portugal, class success is determined by 

the final exam grade. 

 
Table 1. Binary classification system [8] 

 

Country Pass Fail 

Portugal 10-20                                                  0-9 

 

The binary success criterion based on the exam score was created as shown in Table 1 and the 5-class 

success criterion based on the exam score was created as shown in Table 2, similar to other studies [8]. 

 
Table 2. 5-class classification system [8] 

 
Country Excellent Good Satisfactory Sufficient Fail 

Portugal 16-20 14-15   12-13     10-11 0-9 

 

5. EXPERIMENTS 
 

In this study, the results were compared using eight different algorithms for mathematics and Portuguese 

courses datasets, and it was aimed to determine which algorithm would be more efficient in datasets 

containing such student information and to predict student success levels at the highest rate. The 

experiments were conducted in the WEKA program, utilizing the 10-fold cross-validation method on 

the datasets. The computer employed for this purpose featured an i7 processor, 8 GB RAM, and a 64-

bit operating system. Version 3.8.6 of the WEKA program was utilized. Classical methods, along with 

8 different algorithms as described previously, were applied to both variants of the experimental sets. 

Additionally, bagging ensemble learning method has also been tried with the same algorithms. The 

algorithms used in the experiments were applied to these two datasets, and the most efficient features 

were selected and used again to improve the results. Feature selection was made through the WEKA 

program and the most effective features were tried to be selected.  
 

5.1. Results of Feature Selection Algorithms  

 

In this study, different feature selection algorithms have been utilized.  The obtained results were 

aggregated to enhance the model's performance and attain a more robust outcome. We can examine the 
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process of finding common features identified by different feature selection algorithms in four steps. In 

the first step, feature selection algorithms were applied to the given dataset, and results were obtained. 

In the second step, the outcomes of the feature selection algorithms were assessed. At this stage, the top 

7-8 features with the highest gain from each feature selection algorithm's ranking were recorded. For 

some datasets, the correlation-based feature subset selection algorithm could only select five features. 

In the third step, common features obtained from the applied methods were identified. Common features 

are those consistently chosen under different algorithms, enhancing the model's performance. In the 

final step, classification algorithms were trained with the common obtained features, and the results 

were evaluated. The features obtained using the feature determination method employed in this study 

are listed in Tables 3 and 4 for Mathematics and Portuguese language courses, respectively. 

 
Table 3. Results of Feature Selection Algorithms for Mathematics Dataset 

Feature Selection Algorithm Selected Attributes (binary 

classification dataset) 

Selected Attributes (5 class 

classification dataset) 

Correlation-based feature 

subset selection 

G2, G1, failures, goout, 

higher, Mjob, guardian 

Sex, failure, G1, G2 

Gain ratio attribute evaluation G2, G1, failures, higher, 

goout, schoolsup, guardian  

G2, G1, failure, higher, schoolsup, 

Mjob, address, Fjob 

Information gain attribute 

evaluation 

G2, G1, failures, goout, 

higher, Mjob, Guardian 

G2, G1, failure, Mjob, schoolsup, 

Fjob, higher 

Correlation attribute 

evaluation 

G2, G1, failures, goout, age, 

higher, Medu, Fedu 

G2, G1, failures, medu, goout, age, 

higher 

Relief attribute evaluation G2, G1, failures, sex, Mjob, 

paid, schoolsup 

G2, G1, Mjob, sex, failures, medu, 

goout  

Symmetrical unsert attribute 

evaluation 

G2, G1, failures, goout, 

higher, schoolsup, guardian 

G2, G1, failures, higher, gout, 

Mjob, Fjob  

One-R G2, G1, failures, higher, sex, 

studytime, Fjob, reason 

G2, G1, failures, absences, goout, 

paid, Fjob 

Common attributes used in 

this paper 

G2, G1, failures, higher, 

goout 

G2, G1, failures, Mjob, goout 

 

Table 4. Results of Feature Selection Algorithms for Portuguese Course Dataset 

 
Feature Selection Algorithm  Selected Attributes (binary 

classification) 

Selected Attributes (5 class 

classification) 

Correlation-based feature subset 

selection 

G1, G2, failures, higher, 

school 

studytime, failures, schoolsup, 

paid, activities, internet, G1, G2 

Gain ratio attribute evaluation G1, G2, failures, higher, 

school, Fedu, studytime 

G2, G1, failures, higher, school, 

medu, schoolsup, studytime  

Information gain attribute 

evaluation 

G1, G2, failures, higher, 

school, Fedu, reason 

G2, G1, failures, higher, school, 

Mjob, Medu, studytime  

Correlation attribute evaluation G1, G2, failures, higher, 

school, studytime, Fedu 

G2, G1, failures, higher, medu, 

school, studytime, paid 

Relief attribute evaluation School, G1, G2, failures, 

higher, reason, address, sex 

G2, G1, school, higher, sex, 

failures, medu, paid, studytime 

Symmetrical unsert attribute 

evaluation 

G2, G1, failures, higher, 

school, Fedu, studytime 

G2, G1, failures, higher, school, 

medu, studytime, mjob, reason, 

fedu, paid 

One-R G2, G1, failure, age, Fjob, 

guardian, traveltime 

G2, G1, Medu, Fedu, traveltime, 

paid, failures, studytime  

Common attributes used in this 

paper 

G1, G2, failures, higher, 

school 

G1, G2, failures, studytime, paid 

 
5.2. Mathematics Dataset Results 

 

In our first test, the mathematics course dataset was used. A binary and 5-class classification was made 

in the dataset created by subtracting the student's final grade. First, the accuracy rate, precision, 

sensitivity/recall, and the F-1 value were calculated with the selected classification algorithms using all 
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the features. Then, the experiments were repeated using the bagging for all algorithms. Later, various 

feature selection algorithms in the WEKA program were used. The common features in the results of 

these algorithms were selected. Finally, all experiments were repeated using these selected features. 

Binary classification experiment results for the mathematics dataset are given in Table 5, and 5-class 

classification results are given in Table 6. 

 
Table 5. Mathematics Course Dataset Binary Classification Results 

 

Methods Algorithms 

All Features Selected Features 

Acc. 

Rate % 
Prec. Sens. F-1 

Acc. 

Rate % 
Prec. Sens. F-1 

Classic 

Methods 

DL 87,595 0,899 0,876 0,889 89,114 0,906 0,891 0,893 

MLP 87,342 0,873 0,873 0,873 88,101 0,880 0,881 0,880 

SL 92,152 0,922 0,922 0,922 91,899 0,924 0,919 0,920 

ICO 91,646 0,920 0,916 0,917 91,139 0,914 0,911 0,912 

DT 90,886 0,913 0,909 0,910 91,392 0,919 0,914 0,915 

FURIA 87,848 0,878 0,878 0,878 91,392 0,916 0,914 0,915 

One-R 91,899 0,924 0,919 0,920 91,899 0,924 0,919 0,920 

LMT 92,658 0,927 0,927 0,927 91,646 0,921 0,916 0,918 

Bagging 

Methods 

DL 86,835 0,897 0,868 0,872 88,101 0,897 0,881 0,884 

MLP 88,354 0,883 0,884 0,883 89,620 0,896 0,896 0,896 

SL 92,152 0,921 0,922 0,921 90,633 0,908 0,906 0,907 

ICO 91,392 0,918 0,914 0,915 91,392 0,918 0,914 0,915 

DT 91,899 0,922 0,919 0,920 91,646 0,921 0,916 0,918 

FURIA 91,899 0,920 0,919 0,919 91,899 0,920 0,919 0,919 

One-R 91,899 0,924 0,919 0,920 91,899 0,924 0,919 0,920 

LMT 91,646 0,916 0,916 0,916 90,127 0,901 0,901 0,901 

 

According to Table 5, binary classification resulted in a high accuracy rate. The main reason for this is 

that the number of predicted classes is small and the boundary determining success is sharper than the 

5-class classification. The best result obtained in this study is the LMT algorithm using classical methods 

and all features. The fact that there are only two classes to be predicted and the score difference is large 

is effective in achieving the 92.66% accuracy rate with the LMT. The influence of the features helped 

to sharply distinguish the branches in the tree structure. The selected attributes mentioned above were 

effective on these tree branches. Although similar values were obtained in the experimental results, the 

small number of classes enabled simple classical learning algorithms to be more successful than bagging 

algorithms. 

 

The most important features in the mathematics dataset for binary classification are selected as follows: 

G2 (grade 2), G1 (grade 1), failures, mother's occupation, desire to pursue higher education, and going 

out. When examining the selected features in this experiment, it is evident that academic success 

indicators such as midterm grades and past failures, along with attributes influencing study habits such 

as aspirations for higher education and time spent going out, are effective in classification. When 

examining the experimental results with classical methods, we observed that reducing the number of 

attributes increased the success of DL, MLP, DT, and FURIA algorithms. However, there was a decrease 

in the success of SL, ICO, and LMT algorithms. The success of the One-R algorithm remained constant. 
Considering the bagging method, while DL and MLP gave more successful results with fewer attributes, 

the success rate with LMT and DT decreased slightly, and the success did not change in other algorithms. 

The reason for the increase in success in DL and MLP is that when the number of features decreases, 

the parameters that need to be learned in the model decrease and as a result, learning becomes easier. 
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Table 6. Mathematics Course Dataset 5-class Classification Results 

 

Methods Algorithms 

All Features Selected Features 

Acc. 

Rate % 
Prec. Sens. F-1 

Acc. 

Rate % 
Prec. Sens. F-1 

Classic 

Methods 

DL 52,658 0,517 0,527 0,505 53,165 0,513 0,532 0,474 

MLP 53,165 0,523 0,532 0,526 71,392 0,714 0,714 0,714 

SL 71,646 0,716 0,716 0,715 72,658 0,727 0,727 0,725 

ICO 77,975 0,785 0,780 0,777 76,962 0,773 0,770 0,768 

DT 77,722 0,782 0,777 0,775 78,481 0,791 0,785 0,782 

FURIA 75,190 0,753 0,752 0,752 77,468 0,778 0,775 0,772 

One-R 78,481 0,791 0,785 0,782 78,481 0,791 0,785 0,782 

LMT 71,646 0,716 0,716 0,715 71,899 0,721 0,719 0,719 

Bagging 

Methods 

DL 50,380 0,772 0,772 0,771 55,443 0,548 0,554 0,503 

MLP 55,696 0,541 0,557 0,547 73,418 0,736 0,734 0,735 

SL 71,899 0,721 0,719 0,718 73,924 0,743 0,739 0,739 

ICO 77,215 0,772 0,772 0,771 76,203 0,764 0,762 0,760 

DT 77,975 0,784 0,780 0,777 78,228 0,788 0,782 0,780 

FURIA 77,215 0,772 0,772 0,772 77,468 0,777 0,775 0,774 

One-R 78,481 0,791 0,785 0,782 78,481 0,791 0,785 0,782 

LMT 74,177 0,746 0,742 0,741 70,127 0,698 0,701 0,699 

 

As seen in Table 6, the One-R algorithm was the best classifier algorithm with an accuracy rate of 

78.481% for this dataset. DT reaches the same rate by selecting attributes using the classical method. 

With feature selection, the complexity of the model was reduced, and results were achieved faster [44, 

45]. The selected features for this experiment are G2, G1, failures, mjob, and goout. One of the most 

significant factors affecting students' study discipline, the time spent going out, is inversely proportional 

to success. The prediction speed of the system increased when fewer features were used. Factors 

affecting coursework and midterm exam grades also affect mathematics course success. Again, the 

mother's profession is effective in academic success since it affects study habits. When the number of 

attributes decreased in classical methods, the success of ICO decreased, the success of One-R remained 

constant, and the success of all other algorithms increased. The increase or decrease in the success of 

algorithms in feature selection with the bagging method is similar to classical methods. However, the 

difference lies in the fact that when bagging was applied to the LMT algorithm specifically, there was a 

decrease in success in feature selection.  

 

In experiments conducted with this dataset, binary classification in two different classification schemes 

has a higher accuracy rate than 5-class classification because the separation between classes is greater. 

Making five different class predictions in the same score range (0-20) is more difficult than making two 

different class predictions. Since the correlations between achievement classes in mathematics are less 

than in other lectures, the correct class prediction is lower. 

 

Relevant studies using the same dataset and the results of these studies are given in Table 7. The success 

values of the relevant studies in Tables 7 and 10 have been directly taken from articles implementing 

the method. Although some studies may use the same algorithms, the way experiments are conducted 

(percentage split or cross-validation) and parameter adjustments can vary. This has also led to different 

outcomes in terms of success metrics. As seen in Table 7, two different classification levels were used 

to predict mathematics course success. In the binary classification, Bozkurt Keser and Aghalarova [20] 

obtained the best predictions with an accuracy rate of 96.6% with the HELA method. In the 5-class 

classification, this study has achieved the second-best ranking, with an accuracy rate of 78.5% with the 

One-R and DT algorithms. 

 

 

 

 



Çınar and Yılmaz Gündüz / Estuscience – Se , 25 [2] – 2024 

 

271 

Table 7. Studies Related on Mathematics Course Dataset 

 
Used 

Dataset 

Paper Motivation Used 

Program 

Used  Algorithms Results   

(AC) 

Maths, 

 Binary 

 

Özkan et al. [14] 

 

Classify and find the 

effective attributes 

 

R 

 

C5.0, DL, RT, 

BoostedC5, 

LR, SVM, RF 

86 %  

C5.0  

Maths, 

 Binary 

Başer et al. [15] Classification  WEKA 

 

ICO, One-R, 

LogitBoost, 

YSA, 

92.2 %  

One-R 

 

Maths, 

 Binary 

Ünal [21] 

 

Classification WEKA 

 

NB, RF, DT 

 

93.67 % 

RF 

Maths, 

 Binary 

Bozkurt Keser & 

Aghalarova [20] 

Classification  Python 

 

HELA, XGboost, 

LightGBM, GB, 

96,6 % 

HELA 

Maths, 

 Binary 

Cortez & Silva[8] 

 

Classification  R NV, NN, RF, 

SVM, DT, 

78,5 % 

NV 

Maths, 

 Binary  

Our study  Classification  WEKA 

 

DL4MLP, MLP, SL, 

ICO, One-R 

FURIA, DT 

92.7 % 

LMT 

 

Maths, 

 5-class 

Kızılkaya & 

Oğuzlar [22] 

Between gender and 

success  

- C4.5, SVM, 

FFANN, KELM 

KELM 

Maths, 

 5-class 

Felicia & Ferren 

[23] 

Classification RapidMiner 

 

GLM, RF,   

NB 

48.6 % 

NB  

Maths, 

 5-class 

Bozkurt Keser & 

Aghalarova [20] 

Classification Python HELA, XGboost, 

LightGBM, GB, 

78.2 % 

HELA 

Maths, 

 5-class 

Ünal [21] Classification WEKA NB, RF, DT 79.5 % 

J48 

Maths, 

 5-class 

 

Our study Classification WEKA DL4MLP, 

MLP, SL, 

ICO, One-R 

FURIA, DT  

78,5 % 

One-R, 

 DT 

 
 

5.3. Portuguese Course Data Set Results 
 

In this section, binary and 5-class classification was conducted with this dataset containing grades from 

the Portuguese course. The experiments performed on the mathematics data set were repeated for this 

data set as well. Since attributes such as student grades are different in this data set, the selected attributes 

have also changed because of the feature selection. The experimental results for the binary classification 

are given in Table 8, and the five-class experiment results are given in Table 9. 
 

Table 8. Portegues Lesson Dataset Binary Classification Results 
 

Methods Algorithms 

All Features Selected Features 

Acc. Rate 

% 
Prec. Sens. F-1 

Acc. 

Rate % 
Prec. Sens. F-1 

Classic 
Methods 

DL 90,909 0,910 0,909 0,910 91,834 0,919 0,918 0,919 

MLP 89,676 0,894 0,897 0,895 93,374 0,932 0,934 0,932 
SL 93,220 0,929 0,932 0,929 93,220 0,929 0,932 0,930 
ICO 93,374 0,932 0,934 0,932 92,912 0,927 0,929 0,927 
DT 92,604 0,923 0,926 0,922 93,220 0,930 0,932 0,928 
FURIA 93,220 0,929 0,932 0,929 92,296 0,919 0,923 0,919 
One-R 93,683 0,935 0,937 0,933 93,683 0,935 0,937 0,933 
LMT 93,683 0,935 0,937 0,933 93,220 0,929 0,932 0,930 

Bagging 
Methods 

DL 91,063 0,909 0,911 0,910 92,142 0,920 0,921 0,921 

MLP 91,063 0,905 0,911 0,906 92,912 0,927 0,929 0,927 

SL 92,296 0,920 0,923 0,921 93,529 0,933 0,935 0,933 

ICO 93,683 0,935 0,937 0,935 93,374 0,932 0,934 0,933 

DT 93,220 0,930 0,932 0,928 92,604 0,922 0,926 0,922 

FURIA 93,220 0,930 0,932 0,930 93,220 0,930 0,932 0,931 

One-R 93,683 0,935 0,937 0,933 93,683 0,935 0,937 0,933 

LMT 92,758 0,925 0,928 0,926 92,296 0,920 0,923 0,921 
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In the binary classification, predictions made for the Portuguese course and the accuracy rates of the 

algorithm results were found to be close to each other and at high values. The students' success in the 

Portuguese course is related to environmental factors. In this experiment, the selected features are G1 

(grade 1), G2 (grade 2), failures, higher education (higher), and school. Upon examination of these 

attributes, it is observed that the factors influencing Portuguese course grades generally include a 

student's past academic performance and their future aspirations. The selection of the school feature is 

related to the social structure of schools, whether they are in rural or urban areas, the family structures 

of students attending the school, and the academic performance levels of students, all of which 

contribute to the formation of school culture. School culture, in turn, influences students' everyday 

language usage and even the language of instruction, thereby indirectly affecting the success of language 

courses. When feature selection is applied to the dataset, it is observed that the success of DL, MLP, 

and DT algorithms increases, while the success of SL and One-R algorithms remains the same, and the 

success of ICO, LMT, and FURIA decreases for classical algorithms. When the effect of feature 

selection is examined in the bagging method, it is observed that for DL, MLP, and SL algorithms, the 

success has increased, remained the same for FURIA and One-R, and decreased for ICO, DT, and LMT. 
 

In 5-class classification, higher success was achieved compared to the mathematics course data set. In 

this dataset, the One-R algorithm gave the highest result. In the classical and bagging methods, the single 

rule algorithm reached the highest accuracy rate of 76.733% with both all attributes and selected 

attributes. When we look at the result of the feature selection algorithm for the Portuguese course dataset, 

the student’s study time and taking private lessons, their grades, and past failures, which are also 

effective in other experiments, are effective attributes.  

 
Table 9. Portegues Lesson Data Set 5-Class Classification Results 

 

Methods Algorithms 

All Features Selected Features 

Acc. 

Rate % 
Prec. Sens. F-1 

Acc. 

Rate % 
Prec. Sens. F-1 

Classic 
Methods 

DL 52,851 0,528 0,529 0,526 60,247 0,580 0,602 0,577 
MLP 57,165 0,573 0,572 0,572 73,190 0,731 0,732 0,729 
SL 71,341 0,715 0,713 0,713 72,265 0,724 0,723 0,720 
ICO 74,114 0,740 0,741 0,733 75,655 0,758 0,757 0,752 
DT 74,114 0,740 0,741 0,733 76,425 0,777 0,764 0,760 
FURIA 71,341 0,711 0,713 0,708 74,422 0,745 0,744 0,737 
One-R 76,733 0,782 0,767 0,764 76,733 0,782 0,767 0,764 
LMT 71,649 0,718 0,716 0,716 72,265 0,724 0,723 0,720 

Bagging 
Methods 

DL 52,697 0,525 0,527 0,522 60,555 0,593 0,606 0,584 
MLP 58,089 0,579 0,581 0,578 72,727 0,730 0,727 0,725 
SL 72,111 0,722 0,721 0,720 72,265 0,723 0,723 0,721 
ICO 75,963 0,760 0,760 0,756 74,576 0,745 0,746 0,741 
DT 76,425 0,776 0,764 0,760 76,425 0,777 0,764 0,760 
FURIA 71,341 0,715 0,713 0,710 75,193 0,760 0,752 0,748 
One-R 76,733 0,782 0,767 0,764 76,733 0,782 0,767 0,764 
LMT 71,957 0,720 0,720 0,719 68,875 0,689 0,689 0,688 

 

In binary classification, while socio-cultural environment-related attributes are effective in similar 

experiments, in this experiment, attributes indicating the student's study habits have proven to be 

effective in determining achievement levels. In classical methods, while the success remains the same 

for the One-R algorithm in feature selection, the success has increased with fewer attributes for all other 

methods. However, in the bagging method, feature selection has resulted in a decrease for ICO and 

LMT, remained the same for DT and One-R, and increased for all other methods. 
 

Studies on the Portuguese and their comparative results are shown in Table 10. As seen in Table 10, 

although the results are close to each other in experiments conducted with different algorithms and 

different programs, the results vary in binary and 5-class classification. According to the experiment 

results, two different classification levels have been used to predict success in Portuguese course. In the 

5-class classification, Bozkurt Keser and Aghalarova [20] achieved the highest accuracy of 78.5% using 
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the HELA method, while in the 5- class classification, this study obtained the best predictions with a 

93.7% accuracy rate using the One-R, ICO, and LMT algorithms. 

 
Table 10. Studies Related on Portegues Course Data Set 

Used 
Dataset 

Paper Motivation Used 
Program 

Used Algorithms Results  
(AC) 

Portugues, 
Binary 

Ünal [21] Classification  WEKA 
 

NB, RF, DT 
 

93.2 % 
RF 

Portugues, 
Binary 

Bozkurt Keser & 
Aghalarova [20] 

Classification  Python 
 

HELA, XGboost, 
LightGBM, GB 

91,3 % 
HELA 

Portugues, 
 Binary 

Cortez & Silva 
[8] 
 

Classification  R 
 

NV, NN, RF, 
SVM, DT 

93,0 % 
DT 

Portugues, 
Binary 

This study Classification  WEKA DL4MLP, 
MLP, SL, 
ICO, One-R 
FURIA, DT 

93.7 % 
One-R, 
ICO, 
LMT 

 
Portugues, 
5-class 

Ünal [21] Classification  WEKA NB, RF, DT 77.2 % 
RF 

Portugues, 
5-class 

Bozkurt Keser & 
Aghalarova [20] 

Classification Python HELA, XGboost, 
LightGBM, GB, 

78.5% 
HELA 

Portugues, 
 5-class 
 

Cortez & Silva  
[8] 
 

Classification R NV, NN, RF, 
SVM, DT, 

76,1 % 
DT 

Portugues, 
 5-class 
 

This study Classification  WEKA DL4MLP, 
MLP, SL, 
ICO, One-R 
FURIA, DT 

76.5 % 
One-R 

 

6. CONCLUSION 

 

In this study, it was aimed to predict the student's mathematics and Portuguese language achievement 

in binary and 5-class classification, and experiments were carried out for this purpose. When we look at 

the results in general, predicting the binary classification is more successful than the 5-class 

classification. As the number of classes decreases, the prediction rate increases. Students' information 

in the datasets is more effective in determining pass-fail situations. It is more difficult to process student 

data and identify classes with very little difference in scores between good and very good. 

 

The content of the courses varies in terms of making predictions. Since the effective attributes for the 

mathematics course and the Portuguese course are different, the successful algorithms and the accuracy 

rates they find are also different. The reason for this is that the factors affecting the Portuguese course 

are the social environment, living space and cultural environment of the student, while for the 

mathematics course, more academic factors such as the socio-economic level of the family, the 

professions of the family members, the student's desire and preparation for higher education are 

effective. A student’s success is based on success in previous years and family factors. The reason for 

this depends on the continuity of student success, the stability of success levels throughout the semester, 

and their educational perspectives and study habits come from the social environment they live in. 

Considering all these situations, student success depends on many criteria of families. 

 

In this study, by comparing experiments conducted with different algorithms and determining effective 

attributes, it is aimed to predict student success with the highest accuracy and take the necessary 

precautions in advance, as well as to be able to make the necessary guidance by obtaining information 

about the criteria that affect student success. 
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