
ABSTRACT

The diagnosis and follow-up of focal liver lesions have an important place in radiology 
practice and in planning the treatment of patients. Lesions detected in the liver can be benign or 
malign. While benign lesions do not require any treatment, some treatments and surgical 
operations may be required for malign lesions. Magnetic resonance imaging provides some 
advantages over other imaging modalities in the detection and characterization of focal liver 
lesions with its superior soft tissue contrast. Additionally, different phases help make a clear 
diagnosis of different contrast agent retention properties in magnetic resonance imaging. This 
study aims to classify focal liver lesions based on convolutional neural networks by fusing 
magnetic resonance liver images obtained in pre-contrast, venous, arterial, and delayed 
phases. Magnetic resonance imaging data were obtained from Selcuk University, Faculty of 
Medicine, Department of Radiology in Turkey. The experiments were performed using 460 
magnetic resonance images in four phases of 115 patients. Two experiments were conducted. 
Two-dimensional discrete wavelet transform was used to fuse the phases in both experiments. 
In the first experiment, the best model was determined using the original data, different 
number of convolution layers and different activation functions. In the second experiment, 
the best-found model was used. Additionally, the number of data was increased using data 
augmentation methods in this experiment. The results were compared with other state-of-
the art methods and the superiority of the proposed method was proved. As a result of the 
classification, 96.66% accuracy, 86.67% sensitivity and 98.76% specificity rates were obtained. 
When the results are examined, CNN efficiency increases by fusing MR liver images taken in 
different phases.
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INTRODUCTION

Focal lesions are very common in the liver. The major-
ity of these lesions are benign (simple cyst, hemangioma), 
while some are malign (cholangiocarcinoma, metastasis). 
Identification and differential diagnosis of liver focal lesions 
are very critical for treatment planning. Radiographic 
imaging plays an important role in reducing cancer mortal-
ity, especially Computer Tomography (CT) and Magnetic 
Resonance Imaging (MRI) the methods used to aid in liver 
tumor diagnosis [1]. In medical imaging, when a liver lesion 
is detected by radiographic imaging, a radiologist will need 
to understand whether the nature and type of liver lesion is 
malign or benign [2].

MRI is a medical imaging method commonly used 
in radiology to create images of the body’s anatomy and 
physiological processes. Liver MRI is used many times in 
the detection of focal liver lesions and in the evaluation of 
common liver diseases [3-6]. MRI has many advantages 
compared to CT, such as the lack of ionizing radiation and 
better lesion detection [7]. In addition, MR images in dif-
ferent phases provide differential diagnostic evaluations for 
liver lesions. The features obtained in the T1 and T2 phases 
affect the contrast of the images in different phases and pro-
vide quantitative information about the lesions [8]. In this 
study, one of the multiresolution analysis methods, Wavelet 
Transform (WT), was used to extract numerical features 
from MR liver images.

Multiresolution Analysis methods have become very 
popular, especially with the development of wavelets. 
Multiresolution analysis methods that capture different fea-
tures of images at various scales are widely used in image 
processing applications [9]. Multiresolution concerns with 
the display and analysis of images in different resolutions. 
Inconspicuous features at one level can be easily detected at 
another. Multiresolution analysis is based on WT [10]. WT 
was used in medical images for the first time in the study 
by Mojsilovic et al. [11]. Beura et al. [12] and Uppal [13] 
used WT to detect breast cancer, while Sarhan [14] used it 
to classify brain tumors. There are also studies conducted to 
detect liver tumor [8, 15].

Convolutional Neural Networks (CNN) is a neural net-
work consisting of an input layer, output layer and multiple 
hidden layers, which are often preferred for image classi-
fication applications. Many biomedical studies have been 
classified using CNN [16, 17]. For example, Alakwaa et al. 
[18] detected lung cancer using a 3D CNN. Alkhaleefah
and Wu [19] classified mammograms using a hybrid
CNN and Support Vector Machines approach. Frid-Adar
et al. [20] increased the performance of CNN in the clas-
sification of liver lesions by generating synthetic images
with Generative Adversarial Networks (GAN). Kabe et al.
[1] proposed a classification of four types of liver lesions
using convolutional neural networks with a succinct model
called FireNet. To prevent overfitting while training CNN,

researchers have used many effective tricks, including acti-
vation functions [21], dropout layers [22], and data aug-
mentation [23].

This study focuses on classifying benign and malign 
tumors with the most advanced deep learning-based 
techniques by fusing MR liver images in different phases. 
Initially, MR liver images obtained in 4 different phases 
from 115 patients were segmented manually with the help 
of radiologists. The phases of the segmented images were 
decomposed into sub-bands by 2D DWT and fused using 
the maximum selection rule. CNN was used as the classi-
fier. Accuracy, sensitivity and specificity values were calcu-
lated to evaluate the performance of the proposed method. 
Two separate experiments were conducted, and the results 
of the experiments were compared with state-of-the art 
methods. As a result of this comparison, the efficiency of 
the proposed method was proven.

PROPOSED METHODOLOGY

The proposed methodology consists of four important 
stages, namely, liver segmentation, feature extraction using 
2D DWT, image fusion and rules and classification using 
the Convolutional Neural Networks (CNNs). The overall 
block diagram of the proposed scheme is shown in Figure 1.  
As shown, initially the liver segmentation was made with 
the help of expert radiologists. Then, the approximation 
and detail coefficients were extracted using the level-2 2D 
DWT. The coefficients obtained for different phases were 
segmented with the maximum selection rule and fused 
images were created. Finally, the fused images are classified 
by the CNN classifier. All four stages are discussed below 
in detail.

Segmentation
Segmentation is a pre-process performed in order to 

separate the relevant image structure from the ground and 
other image components. It is usually the first step of image 
analysis, and is of great importance for image processing 
applications. The segmentation success directly affects the 
success of the analysis process.

In medical image processing applications; when differ-
entiating tumor, mass etc., it is important to detect organs 
such as the heart, liver and brain from MR images [24]. 
This is because MR images contain unnecessary details 
that do not contribute to lesion detection. These details can 
cause the mathematical methods that try interpreting the 
lesions using the pixel values to produce incorrect results. 
Therefore, to make a more accurate diagnosis, only the 
region of interest should be selected from the MR images. 
Unnecessary details in the MR liver images used in this 
study were eliminated by the segmentation process per-
formed by expert radiologists. The liver segmentation was 
carried out manually using expert knowledge. The expert 
encircles his/her region of interest and thus more optimum 
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where Ai,j(n) refers to the coefficients of the approxima-
tion component and Di,j(n) denotes the coefficients of the 
detail components. The functions L(n) and H(n) represent 
the coefficients of low-pass and high-pass filters, respec-
tively. Two parameters i and j represent the wavelet scale 
and translation factors, respectively. Using a combination 
of these digital filters and down-samplers, a 2D DWT is 
applied. Figure 3 shows the 2D DWT analysis process using 
filter banks. In the case of images, DWT is applied to each 
dimension individually, that is, the rows and columns of 
the image are passed through 1D DWT individually to cre-
ate the 2D DWT. As a result, four sub-band images (LL: 
low-low, LH: low-high, HL: high-low, HH: high-high) are 
obtained at each level. Among them, the three sub-band 
images LH (Di

h), HL (Di
v), HH (Di

d) are detail images in the 
horizontal, vertical and diagonal directions, respectively. 
The LL (Ai) sub-band is the approximation image used for 

results are obtained. The image obtained by applying seg-
mentation to a sample MR liver image is shown in Figure 2.

2D Discrete Wavelet Transform (2D DWT)
Wavelet Transform (WT) is an effective tool used for 

image analysis methods. WT is a method that examines 
each component at a resolution suitable for its scale by 
dividing the data into different frequency components. One 
of its biggest advantages is that it allows local analysis. In 
this way, large signals can be analyzed in a small area.

The wavelet function family is obtained by shifting and 
scaling the mother wavelet function. Let f(x) be a continu-
ous, square-integrable function. The continuous wavelet 
transform of f(x) with respect to Ψ(x), which is a real-val-
ued wavelet, is defined as [25],

W f x x dxa b a by y, ,( ) −∞

+∞
= ( ) ( )∫ (1)

Figure 1. Block diagram of the proposed method for MR liver image Classification.

Figure 2. Segmentation: (a) original MR liver image, (b) 
segmented image.
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the next level 2D DWT calculations. Also, Figure 4 shows 
the level-2 decomposition process and the wavelet coeffi-
cients obtained as a result of 2D DWT.

There are various types of wavelets that have become 
widespread during the development of wavelet analysis 
[25]. One of the wavelets is the Daubechies wavelet, which 
is frequently used for various applications. Daubechies 
wavelets are a family of orthogonal wavelets that describe 
a discrete wavelet transform and are characterized by the 
maximum number of lost moments for a given support 
[26]. Each type of wavelet of this class has a scaling func-
tion (called the father wavelet) that produces an orthogonal 
multiresolution analysis. In this study, we calculated the 
approximation and detail coefficients of the level-2 decom-
position of the Daubechies-2 wavelet, and these coefficients 
were used to combine different phase MR liver images.

Image Fusion
Image fusion is defined as the collection of important fea-

tures from more than one image, combining them into fewer 
images, usually a single image. This single image is more 

informative than any single source image and contains all 
the necessary information. In computer vision, image fusion 
is the process of combining relevant information from two 
or more images into a single image. The resulting image will 
have more information than any input image [27].

In this study, we use wavelets to combine the four differ-
ent phases after extracting the features of MR liver images 
with 2D DWT. The principle of image fusion using wavelets 
is to combine the wavelet decomposition of images using 
fusion methods applied to approximation and detail coef-
ficients. For the fusion process, all images must be the same 
size. For this, images are resized and all phases are scaled 
to 256x256.

The most preferred image fusion rule using a wavelet 
transform is the maximum selection rule. In the maximum 
selection rule, the DWT coefficients of all images are com-
pared and the maximum value between them is selected. 
While the LL sub-band is an approximation of the input 
image, the three detail sub-bands provide information 
about the detail parts LH, HL and HH. The maximum 
selection rule is applied to the approximation and detail 

Figure 3. 2D DWT analysis using filter banks.

Figure 4. Level-2 decomposition and obtained wavelet coefficients for 2D DWT.
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sub-bands. The coefficients were obtained for four differ-
ent phases, and the maximum values between these coef-
ficients were selected. Then, the fused images were created 
with inverse DWT. The block diagram of the applied fusion 
method is shown in Figure 5.

The maximum selection rule is shown in Equation 4. 
Here, An corresponds to the approximation coefficients, 
while Dh

n, Dv
n and Dd

n denote the horizontal, vertical and 
diagonal detail coefficients, respectively. If

n refers to the dis-
crete wavelet coefficients of the fused image. n, corresponds 
to different patient images.

I A D D Df
n n

h
n

v
n

d
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Convolutional Neural Networks
The CNNs are a sub-branch of neural networks and are 

regular versions of multilayer perceptron [28]. CNNs rep-
resent feed-forward neural networks consisting of various 
combinations of convolutional layers, maxpooling layers, 
and fully connected layers, and exploit spatially local corre-
lation by implementing a local connection model between 
neurons of adjacent layers. A CNN consists of one or more 
convolution and maxpooling layers, and eventually ends 

with a fully connected layer. Today, it is generally used for 
applications such as image classification, medical image 
analysis, image clustering and object recognition [29-31]. 
An example CNN structure is shown in Figure 6. The math-
ematical equivalent of the 2D CNN process is as follows 
[32]:
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where v refers to the output variable in the property map. 
H,W represents the size of the filter across the dimension of 
the data. h,w is the filter index and x is the index of the y fea-
ture map. k stands for filter parameters. i,j,m are the indexes 
of the input layer, output layer and feature map, respec-
tively. M is the number of feature maps, so Mi is i. means 
the number of feature maps in the layer. r is the bias term.

In this study, CNN is used as a classifier. Convolution 
layers are used to extract features from the fused images, 
and the images are reduced in size with maximum pooling 
layers. The obtained features were then flattened for input 
to the fully connected layers. The network was made deeper 
using fully connected layers, and the classification process 
was completed using the sigmoid activation function. The 

Figure 5. DWT-based fusion method.
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two-row and two-column table reporting the number of 
true positive (TP), false positive (FP), true negative (TN), 
and false negative (FN). Here, TP and TN show data clas-
sified as correct, while FP and FN show data classified as 
incorrect [33].

Once the confusion matrix is obtained, the classification 
performance can be evaluated. Using these obtained values, 
sensitivity (Equation 6), specificity (Equation 7) and accu-
racy (Equation 8) can be calculated.

• Sensitivity calculates the number of malign MR
images correctly classified from the total number of
malign MR images:

Sensitivity
TP

TP FN
=

+
(6)

• Specificity calculates the number of benign MR
images correctly classified from the total number of
benign MR images:

Specificity
TN

TN FP
=

+
(7)

• Accuracy calculates the total number of MR images
correctly classified:

Accuracy
TP TN

TN TP FN FP
=

+
+ + +

(8)

where
• TP: Classification of data belonging to malign class as

malign by the system,

Figure 6. An example of CNN model.

Figure 7. Confusion matrix representation.

network structure and parameters are explained in detail in 
the next section.

RESULTS AND DISCUSSIONS

In this study, experiments were carried out to 
classify malign and benign MR images. To validate the 
proposed scheme (Figure 1), the simulation was 
performed on NVIDIA GeForce GTX 1080 Ti, on a 
workstation with 64 GB of RAM. Additionally, 
segmentation and image fusion using MATLAB 2020b, 
training and testing of the CNN model were performed 
using Python 3.7.3 and Keras 2.3.1 library using the 
TensorFlow 1.14.0 backend.

To evaluate the results obtained, confusion 
matrices were created, and sensitivity, specificity and 
accuracy val-ues were calculated from these matrices. 
The confusion matrix is a performance evaluation 
method in which the obtained predict is compared with 
the real values and is frequently used when evaluating 
the classification perfor-mance of medical data. Figure 7 
shows a representation of the confusion matrix. The 
confusion matrix represents a 
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• TN: Classification of data belonging to benign class as 
benign by the system,

• FP: Classification of data belonging to benign class as
malign by the system, and

• FN: Classification of data belonging to malign class as 
benign by the system.

Dataset
In this study, 460 MR liver images from 115 patients 

in four phases (pre-contrast phase, venous phase, arte-
rial phase and delayed phase) were used. All these images 
consist of MR liver images with an in-plane resolution of 
256x256 in the axial plane. MR liver images were taken 
from Selcuk University, Faculty of Medicine, Department 
of Radiology. 20 of the 115 patients have malignant tumors, 
while 95 of them have benign tumors.

Fusion and CNN Based MR Liver Images Classification
In this study, two experiments were conducted based on 

the MR liver images classification process. In both experi-
ments, features were automatically extracted from the fused 
images using convolution layers, and the network was deep-
ened with fully connected layers, and classification was per-
formed using the sigmoid activation function. In addition, 
to avoid overfitting and to allow the classifier to be general-
ized to individual datasets, we used 5-fold cross validation. 
While CNN models were trained in both experiments, 80% 
of the total data was used for training and 20% for testing. 
The models trained in 100 epochs. This is because for all 
experiments, the model was trained approximately one 
hundred percent. This enabled a more accurate assessment 
to be made. Batch size was set to 2 as increasing batch size 
often leads to significant losses in test accuracy [34, 35].

Experiment 1. 115 fusion images (20 malign, 95 benign) 
were used in Experiment 1. Three different CNN models 
were created according to the number of convolution layers 
(number of layers 2, 3 and 4) and these models were trained 
using the rectified linear unit (Relu), the scaled exponen-
tial linear unit (Selu), the exponential linear unit (Elu) and 
hyperbolic tangent (Tanh) activation functions. The activa-
tion function is needed to introduce nonlinear properties 
to neural networks.

Relu activation function: Relu is one of the most used 
activation functions in CNNs. For Relu, if the input is posi-
tive, the output of Relu is linear, otherwise it is zero. Relu 
range is (0, ∞). Relu function is continuous, but indistin-
guishable at x = 0. Since it only uses the max function, the 
calculation speed is higher compared to other activation 
functions. Relu function is expressed as in Equation 9, 
where x is the input tensor.

Relu x x( ) = ( )max ,0 (9)

Selu activation function: Selu activation function 
is another variation of Relu. This activation function is 

generally significantly superior to other activation func-
tions. Selu function is expressed as in Equation 10, where x 
is the input tensor, and are pre-defined constants (α =1.67 
and λ =1.05).
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Elu activation function: Elu is a function that tends 
to converge cost to zero faster and produce more accurate 
results. Elu is very similar to Relu except negative inputs. 
They are both in identity function form for non-negative 
inputs. Elu function is expressed as in Equation 11, where 
x is the input tensor, α controls the value to which an Elu 
saturates for negative net inputs.
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Tanh activation function: Another very popular and 
widely used activation function is the Tanh. It is a nonlin-
ear function that produces an output in the range of [-1, 1]. 
Tanh function is expressed as in Equation 12, where x is the 
input tensor.

Tanh x
e
e

x
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−
+

2

2

1
1

(12)

As a result of Experiment 1, the best model was deter-
mined by comparing the accuracy rates. The obtained results 
for Experiment 1 are shown in Table 1. According to the 
table, the best result was achieved using 4 convolution lay-
ers and Selu activation function with 83.89% accuracy. The 
most unsuccessful result was achieved using 4 convolution 
layers and an Elu activation function of 74.12%. Accuracy 
rates vary according to the models. This is the proof that 
no single model can achieve the best result. The best CNN 
model for Experiment 1 is shown in Figure 8. Due to the 
limited number of data in this section, the results were rela-
tively low. In the next experiment, it was aimed to obtain 
better results by increasing the number of data.

Experiment 2. More images are required for effec-
tive training of the CNN models. In this experiment, the 

Table 1. Results of Experiment 1

Number of 
Convolution 
Layer

Accuracy rates (%) using activation 
functions

Relu Selu Elu Tanh
2 82.12 80.52 78.92 81.32
3 74.63 77.32 78.12 75.58
4 77.18 83.89 74.12 76.38
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classification was made by increasing the number of data. 
Data augmentation methods were used to increase the 
number of data. Data augmentation is a method used to 
create new data with states that differ from the original data. 
Brightness enhancement, contrast changes, noise addition 
and rotation processes were applied as data augmentation 
methods. Thus, the MR liver images were fivefold aug-
mented (Figure 9). Namely, a total of 575 fused images were 
used in Experiment 2.

The range of pixel values of the original image in Figure 
9 (a) is between 0 and 1. To increase the brightness of the 
image, 0.25 was added to all pixels, and values greater than 1 
were equal to 1. Thus, the range of pixel values was mapped 
between 0.25 and 1, the resulting image is shown in Figure 
9 (b). To change the contrast of the image, all pixels were 
multiplied by 0.2, resulting in darker images as shown in 
Figure 9 (c). New images were created by adding random 
noise to the images as shown in Figure 9 (d). The images 
were rotated 10 degrees like in Figure 9 (e).

In Experiment 2, the CNN model (Figure 8), which 
achieved the best result in Experiment 1, was used. Table 
2 shows the achieved results for this experiment. This 
table contains the results obtained using different meth-
ods. While classifying with Support Vector Machine 
(SVM), k-Nearest Neighbors (k-NN) and Artificial Neural 
Network (ANN) methods, the features of the images are 
extracted using level-3 2D DWT. Because of the 2D DWT, 

the image size was reduced to 32x32 and two-dimensional 
tensors were transformed into one-dimensional tensors, 
and the obtained 1024 features were given as inputs to 
the classifiers. Other parameters of the methods are given 
below.

ANN parameters: Training and testing of the ANN 
model were performed using Python 3.7.3 and Keras 2.3.1 
library. A total of 6 hidden layers are used in the ANN 
model. There were 512, 256, 128, 64, 32 neurons in these 
hidden layers, respectively. After each hidden layer, drop-
out layer and selu activation function were used as in the 
proposed CNN model. By using a neuron in the output 
layer, the classification process has been completed with the 
sigmoid activation function.

SVM parameters: SVM was performed using Python 
3.7.3 and Scikit-learn 0.24.2 library. Radial Basis Function 
(RBF) kernel was used while training the SVM. Here, the C 
parameter was set to 1000 and the gamma kernel coefficient 
to 0.001 [36].

k-NN parameters: k-NN were performed using Python
3.7.3 and Scikit-learn 0.24.2 library. The number of neigh-
bors has been determined as 5. Weight function used for 
prediction was uniform weights. Thus, all points in each 
neighborhood are weighted equally. The BallTree algorithm 
is used to calculate the nearest neighbors. The Leaf-size set 
to 30. ‘Minkowski’ was chosen as the distance metric to be 
used for the tree [37].

Figure 8. The best CNN model for Experiment 1.

Figure 9. Augmented MR liver fused images: (a) original, (b) brightness enhancement, (c) contrast changing, (d) random 
noise adding, (e) rotated 10°.
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According to Table 2, the best result was achieved using 
the proposed method with 96.66%. Compared with the 
other results, the proposed method has a superior perfor-
mance. When the results of CNN with and without fusion 
are examined, it is seen that the fusion process increases the 
CNN performance at a high rate. This is an indication that 
better results will be obtained by fusing images in different 
phases obtained with MRI instead of using them separately. 
Additionally, all other methods predicted malign tumors 
with low accuracy, while the proposed method predicted 
accuracy as high as 86.67%.

Classification Performance Comparisons
The obtained results were compared with the other 

classification studies. In the study by Öztürk et al. [9], they 
made fusion and ANN based classifications using differ-
ent multiresolution analysis methods. They used the same 
dataset. There were 3 different fusion rules in this study. In 
studies using Wavelet Transform, they achieved an average 
success of 67.78% for 3 different fusion rules. To increase 
the efficiency of the system, they applied AND/OR opera-
tions to the ANN results for each fusion rule and achieved 
90% success. Additionally, while malign tumors were 
detected at a rate of 64.71% in [9], they were detected at a 
rate of 86.67% in our study. When our study is compared 
with this study, it shows that CNN achieves better results 
by extracting more meaningful features with convolution 
layers compared to ANN. In another study, Trivizakis et al. 
[38] detected tumors in the liver using CNN. In this study,
83% success was achieved. Compared to our study, it can be 
seen that the classification performance is low. The result is
that after segmenting the liver MRI data, different phases

can be combined to obtain more meaningful features and 
increase CNN performance. Table 3 presents a perfor-
mance comparison of our model against some state-of-the-
art models. When all the studies conducted were examined, 
the fusion and CNN based method by us achieved higher 
success than all other methods.

CONCLUSION

One of the most effective ways to classify MR liver 
images is to use different phase liver images together 
instead of a single image. Thanks to this method, depend-
ing on the phases of the images, many contrast properties 
can be evaluated together and more realistic results can be 
obtained.

CNN is a deep learning model that provides high visual 
performance and is based on applications such as object 
detection, pattern recognition, segmentation and classifi-
cation. The features of MR liver images are automatically 
extracted with the convolution layers within the CNN. 
Additionally, with fully connected layers, the network is 
made deeper, and a high accuracy classification result is 
obtained.

In this study, the classification of liver focal lesions was 
carried out using CNN. The performance of the proposed 
method was evaluated by conducting two experiments. In 
both experiments, the fusion process was performed using 
2D DWT. In Experiment 1, it was aimed to find the best 
CNN model by using the original data. The best result was 
achieved in this experiment using 4 convolution layers and 
the Selu activation function. Then, the obtained best model 
in Experiment 1 was used in Experiment 2. In Experiment 
2, first, data was increased, and the CNN model was trained 
with more data. The number of data was increased 5 times 
using data augmentation methods. The superiority of the 
proposed method was proved by comparing it with state-
of-the art methods. Our method classified malign with a 
rate of 86.67% and benign with a rate of 98.76%. For the 
general accuracy rate, lesions were detected with an accu-
racy of 96.66%. The obtained results in the experiments 
CNN with and without fusion were examined, and the 
positive effect of the fusion process on the performance 
was observed. Additionally, the results were compared with 
other studies, and the performance of the proposed method 
was proven.
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Method Sensitivity Specificity Accuracy
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Table 3. Comparison with state-of-the art methods

Other Studies Classifier Accuracy
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Öztürk et al. [9] ANN 90.00%
Trivizakis et al. [38] CNN 83.00%
Yasaka et al. [39] CNN 84.00%
Liang et al. [40] CNN 87.00%
The proposed method CNN 96.66%
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