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 Diabetes, a long-term metabolic disorder, causes persistently high blood sugar and presents a 
significant global health challenge. Early diagnosis is of vital importance in mitigating the 
effects of diabetes. This study aims to investigate diabetes diagnosis and risk prediction using 
a comprehensive diabetes dataset created in 2023. The dataset contains clinical and 
anthropometric data of patients. Data simplification was successfully applied to clean 
unnecessary information and reduce data dimensionality. Additionally, methods like Principal 
Component Analysis were applied to decrease the number of variables in the dataset. These 
analyses rendered the dataset more manageable and improved its performance. In this study, 
a dataset encompassing health data of a total of 100,000 individuals was utilized. This dataset 
consists of 8 input features and 1 output feature. The primary objective is to determine the 
algorithm that exhibits the best performance for diabetes diagnosis. There was no missing 
data during the data preprocessing stage, and the necessary transformations were carried out 
successfully. Nine different machine learning algorithms were applied to the dataset in this 
study. Each algorithm employed various modelling approaches to evaluate its performance in 
diagnosing diabetes. The results demonstrate that machine learning models are successful in 
predicting the presence of diabetes and the risk of developing it in healthy individuals. 
Particularly, the random forest model provided superior results across all performance 
metrics. This study provides significant findings that can shed light on future research in 
diabetes diagnosis and risk prediction. Dimensionality reduction techniques have proven to 
be valuable in data analysis and have highlighted the potential to facilitate diabetes diagnosis, 
thereby enhancing the quality of life for patients. 
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1. Introduction  
 

High blood sugar, the most important characteristic 
marker of diabetes causes severe damage, especially to 
kidneys, eyes, nerves and heart [1,2]. Type 2 diabetes, 
usually seen in adults, occurs when the body becomes 
resistant to insulin or cannot produce enough insulin. 
Presently, prevalence of type 2 diabetes has increased 
significantly [1,3]. Approximately 422 million people 
worldwide have diabetes, and the majority live in low- 
and middle-income countries [4]. Every year, 1.5 million 
people die due to diabetes-related causes. Diabetes cases 
and prevalence have been increasing steadily in recent 
years [5]. For people living with diabetes, access to 
affordable treatment and medications such as insulin is 
vital. There is a global target to stop the increase in 
diabetes and obesity by 2025 [6,7]. 

The key to living a good life with diabetes is early 
diagnosis. People living with undiagnosed and untreated 
diabetes often have worsened health outcomes. 
Therefore, it is important that basic diagnostics, such as 
blood sugar testing are easily accessible. By analysing 
diabetes related data Machine Learning (ML) can offer 
advanced methods for early diagnosis [8]. Additionally, 
by using the knowledge that patients with diabetes need 
periodic expert evaluations and treatment a ML 
supported system can play an important role in 
monitoring and managing patients. In recent years, ML 
based approaches have come to the fore in many health 
and medical application fields.  

Different approaches are employed in ML to process 
data and derive meaningful insights. These ae 
supervised, unsupervised, semi-supervised and 
reinforcement. Supervised learning involves training 
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models using labelled datasets, associating input features 
with specific outcomes. For instance, a dataset could use 
individual attributes like weight and height to predict the 
onset of health conditions such as diabetes. On the other 
hand, unsupervised learning focuses on pattern 
recognition and exploration without predefined target 
variables. In this context, it is effective for identification 
to the detection of new disease mechanisms, genotypic 
variations or phenotypic patterns. Semi-supervised 
learning utilizes datasets containing both labelled and 
unlabelled information. It aims to strike a balance 
between the two. This approach is particularly effective 
in heterogeneous data structures, leveraging the 
advantages of both supervised and unsupervised 
techniques. Reinforcement learning stands apart by 
combining concepts from both supervised and 
unsupervised learning methodologies. And it is based on 
trial-error exploration rather than solely relying on 
structured data, reflects the human learning experience. 
Through iterative learning and feedback mechanisms, 
reinforcement learning optimizes decisions and actions 
to achieve desired outcomes. This process results in 
outputs closely resembling human learning through 
adaptation and interaction. 

Machine learning offers an approach to creating and 
evaluating learning ability based on data obtained 
regarding diabetes [9]. In recent years, the use of ML 
algorithms for analysis and prediction in the field of 
healthcare has attracted great attention among 
researchers.  ML algorithms increase diagnostic accuracy 
thanks to their ability to handle large data sets by 
combining information from various data sources. These 
algorithms have the potential to provide more accurate, 
faster and more economical results in health diagnosis 
[8]. With the combination of wearable technologies and 
embedded systems, real-time monitoring opportunities 
in the field of healthcare have increased significantly. In 
this way, human health parameters can be monitored 
instantly instead of periodic follow-ups. The integration 
of wearable technologies and management of diseases 
such as blood pressure and diabetes offer the 
opportunity to provide a more comfortable life for 
individuals. For the field of diabetes, instantaneous 
changes in glucose levels and other health parameters 
have become available with wearable sensors placed on 
the body instead of blood tests [10,11]. These 
applications offer significant opportunities to improve 
patients' quality of life by using artificial intelligence 
techniques such as ML.  

Many studies on diabetes diagnosis are carried out to 
predict the presence of progression of the disease using 
the obtained data sets. These studies provide important 
insights into diabetes diagnosis using data analytics 
methods and ML algorithms.   

Mujumdar and Vahidehi [12] conducted a study using 
various machine learning algorithms for diabetes 
diagnosis. In this study, a large data set was analysed and 
predictions were made for the diagnosis of diabetes 
using patients' clinical and anthropometric data. 
Researchers have determined that the logistic regression 
model achieved a high accuracy rate of 96% in 
diagnosing diabetes. 

Kopitar et al. [13] compared regression models, 
which are commonly used in the prediction of 
undiagnosed Type 2 diabetes and ML-based prediction 
models (LightGBM, XGBoost, RF, Glment). Researchers 
have observed that no clinically meaningful 
improvement is achieved when more complex prediction 
models are used. Also, Kumar et al. [14] employed an 
unsupervised learning approach, the Deep Neural 
Network (DNN) classifier, for diagnosing type 2 diabetes. 
Additionally, they utilized a feature importance model 
packaged with extra trees and random forest for feature 
selection. Another study aimed to create a prediction 
model to better identify individuals at risk of diabetes. 
Predictive models have been developed using ML 
techniques such as Gradient Boosting Machine (GBM) 
and Logistic Regression (LR). Additionally in the study, 
the discriminatory ability of the models was measured by 
evaluating the area under the Receiver Operating 
Characteristic Curve (AROC). Researchers have 
emphasized that GBM and LogR models exhibit superior 
performance than Random Forest (RF) and Decision 
Tree (DT) models [15].  

Sowah et al. [1] combined multiple artificial 
intelligence algorithms to address various factors 
affecting the health status of individuals with diabetes. 
Soni and Varma [16], various ML algorithms such as SVM, 
KNN, RF, DT, LR and GBM were used. The results showed 
that the RF classifier had the highest performance with 
77% classification accuracy. Tasin et al. [17] studied 
machine learning classification models in the training 
and testing stages. The results revealed that the XGBoost 
classifier with the ADASYN approach exhibited the 
highest performance with an accuracy rate of 81%. In 
other studies, using different machine learning methods 
on diabetes, researchers have conducted studies on 
advanced prediction and approaches [18–22].  

This study uses various machine learning algorithms 
by performing data simplification to predict the presence 
of diabetes and the risk of developing it in healthy 
individuals in the future, using 100,000 patient data 
taken from the Kaggle database. The dataset includes 
patients' clinical and anthropometric data. Data 
simplification was carried out to reduce the size of the 
dataset and purify it from unnecessary information. 
Later, various machine learning algorithms such as LogR, 
GBM, RF, DT and SVM were used to predict the presence 
of diabetes and the risk of developing it in the future in 
healthy individuals. The results obtained show that 
machine learning models are successful in predicting the 
presence of diabetes and the risk of developing it in the 
future in healthy individuals. In particularly, it was 
determined that the random forest classifier exhibited 
the highest performance. These findings reveal the 
potential to improve patients' quality of life by increasing 
early diagnosis and intervention opportunities for 
diabetes. 

The results highlight the significant opportunities 
provided by using artificial intelligence techniques on 
diabetes and provide healthcare professionals with 
valuable information on the diagnosis of diabetes and its 
likelihood of progression. Analyses and prediction 
models show that it can be an effective tool in the 
management and treatment of diabetic patients. 
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2. Materials and Method 
 

Algorithms used in fields such as machine learning 
and artificial intelligence perform predictive modelling 
processes to forecast future outcomes by utilizing data 
and statistics. Diabetes commonly presents with 
abnormal metabolism and elevated blood sugar levels. It 
can lead to specific complications in different body parts 
such as the eyes, kidneys, and nervous system. Such 
symptoms can be employed for data collection purposes, 
followed by a modelling process based on factors such as 
age and gender. Data analytics plays a significant role in 
the management and diagnosis of chronic diseases like 
diabetes within healthcare. For instance, medical records 
of past diabetes patients, data on blood sugar levels, 
treatment methods, and age can be utilized to predict 
future diabetes risk. By processing these data with 
machine learning algorithms, personalized risk profiles 
can be constructed, enabling earlier diagnosis and the 
development of more effective treatment plans for 
patients. Therefore, in healthcare issues such as diabetes 
diagnosis and management, data analytics and predictive 
modelling serve as powerful tools to enhance patient 
care and treatment processes. These data play a critical 
role in the development of algorithms used to achieve 
improved health outcomes and enhance the quality of life 
for patients. 

 

2.1. Dataset and data preprocessing   
 

In this study, the diabetes dataset used was obtained 
from the Kaggle data sharing platform [23]. The dataset 
contains a total of 100,000 records belonging to 
individuals. Out of these records, 8,500 represent 
diabetes patients, while 91,500 do not have diabetes. The 
dataset consists of a total of 9 features that include 
symptoms related to diabetes. Eight of these features are 
used as input parameters and one is the output 
parameter. The attributes and their values for the dataset 
are detailed in Table 1. 

During the preprocessing stage of the dataset, checks 
were conducted to identify any missing, scattered or mis-
defined data. However, no missing data was detected in 
the dataset. The necessary transformations to convert 
the data into a processable form were carried out based 
on the information provided in Table 1. In the 
subsequent stage, 20% of the dataset were set aside to 
evaluate the model's performance. The remaining data 
points were utilized to train the model. This division of 

the data allowed for the assessment of the model's 
accuracy and generalization ability. 

 
Table 1. Attributes and values in the dataset. 

No Attribute Values 

1 Gender 
0 – Male 

1 – Female 
2 - Other 

2 Age [0-80] 

3 Hypertension 
0-No hypertension 

1- There is hypertension 

4 Heart disease 
0- No heart disease 

1- There is heart disease 
5 Smoking history …… 
6 Body mass index [10-95,7] 
7 HbA1c level [3,5-9] 
8 Blood glucose level [80-300] 

9 Diabetes 
0-No diabetes 

1-Have diabetes 

 
The statistics for the features in the dataset are 

presented in Table 2. This table provides statistical 
summaries of different attributes in a dataset, including 
measures such as mean, standard deviation, minimum, 
and maximum values.  

Figure 1 displays the correlation matrix, which is 
employed to assess the relationship between diabetes 
and other parameters. Correlation coefficients depict the 
direction and strength of a linear relationship between 
two variables. A positive correlation signifies a scenario 
where both variables increase or decrease concurrently. 
At the same time, a negative correlation indicates that 
one variable increases as the other decreases. 

 
2.2. Machine learning algorithms 

 

Machine learning offers various approaches and 
solution methods for different types of problems. The 
selection of the most suitable algorithm for each problem 
type depends on the structure of the dataset and the 
nature of the intended solution. The algorithms provided 
in Figure 2 offer different approaches for tasks such as 
data classification, regression, clustering, dimensionality 
reduction, and other types of problems. 

This study was developed using the Python 
programming language within the Anaconda platform, 
specifically in the Spyder environment. Scikit-learn and 
TensorFlow libraries were utilized for programming. A 
comprehensive analysis was conducted for the diagnosis 
of diabetes, involving nine different supervised machine 

 
Table 2. Dataset analysis. 

Characteristic Average Standard deviation Minimum Value Maximum Value 

Gender 0.59 0.49 0.00 2.00 

Age 41.89 22.52 0.08 80.00 

Hypertension 0.07 0.26 0.00 1.00 

Heart disease 0.04 0.19 0.00 1.00 

Smoking history 1.39 1.59 0.00 5.00 

Body mass index 27.32 6.64 10.01 95.69 

HbA1c level 5.53 1.07 3.50 9.00 

Blood glucose level 138.06 40.71 80.00 300.00 

Diabetes 0.09 0.28 0.00 1.00 
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Figure 1. Correlation matrix. 

 

 
Figure 2. Machine learning algorithms tree. 
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learning algorithms along with the results of Principal 
Component Analysis (PCA). The purpose of this analysis 
was to enhance the accuracy of diabetes diagnosis and 
determine the best-performing algorithm. The process 
employed for the development and evaluation of 
predictive models is illustrated in Figure 3. 

 

 
Figure 3. Algorithms process. 

 
The dataset was analysed using various machine 

learning algorithms, including Linear Regression (LR), 
Polynomial Regression (PR), Logistic Regression (LogR), 
Artificial Neural Networks (ANN), Support Vector 
Machines (SVM), Decision Trees (DT), K-Nearest 
Neighbors (K-NN), Random Forest (RF), and Recurrent 
Neural Networks (RNN) for diabetes diagnosis. Each 
algorithm learned from the dataset and made predictions 
to evaluate its performance in diagnosing diabetes. 

PCA (Principal Component Analysis) method was 
applied to reduce the dimensionality of the dataset, and 
the performance of algorithms was measured by 
experimenting with different numbers of components. 
This helped simplify the dataset, making it more 
manageable. Changes in the performance of algorithms 
with different numbers of components from PCA were 
analysed in detail. The results underwent a 
comprehensive evaluation to compare the performance 
of each algorithm and PCA with different numbers of 
components. This analysis determined which algorithm 
performed best and provided the most accurate 
predictions for diabetes diagnosis under different 
component scenarios. 

 
2.2.1. Linear regression  

 
Linear Regression (LR), predicting the dependent 

variable when the values of independent variables are 
given. Using the LR model, data is modelled with the best-

fitting linear line [24,25]. LR model named lr_model is 
defined using the LinearRegression() function this 
dataset. The model is trained with training data using the 
fit() function. Then, the trained model makes predictions 
on the test data, and these predictions are rounded to 0 
or 1. The accuracy value is calculated by comparing the 
rounded predictions with the actual class labels. 

 
2.2.2. Polynomial regression 

 
Polynomial Regression (PR) expresses the 

relationship between dependent and independent 
variables with a non-linear, polynomial equation [26]. PR 
provides more flexibility and can better fit the true 
structure of the data. Polynomial features were created 
by increasing the degree of the data in this study. The 
data is split into training and test data. Then, a PR model 
is created and fitted to the training data. When training is 
completed, predictions are made on the test data. The 
predictions are rounded to the nearest integer, and the 
accuracy value is calculated by comparing these rounded 
predictions with the actual test data. 

 
2.2.3. Logistic regression 

 
Logistic Regression (LogR) is a technique applied to 

classification problems. This method attempts to express 
the correlation between dependent and independent 
variables with a curve that is similar to a straight line. 
This line-like curve is used to predict the categorical 
values of the dependent variable. Independent variables 
are measured with binary or multiple values [19]. A LogR 
model is defined using the LogisticRegression() function 
in this study. The model is trained with the training data. 
Predictions are made, and the accuracy value is 
calculated by comparing these predictions with the 
actual class labels. 

 
2.2.4. Support vector machines 

 
Support Vector Machines (SVMs) are a supervised 

machine learning algorithm that can be used for 
classification or regression tasks. SVMs work by finding a 
hyperplane that separates two classes of data points in a 
high-dimensional space. The hyperplane is chosen to 
maximize the margin between the two classes, which 
helps to ensure that the model is robust to noise and 
outliers [16]. In this study, an SVM model was trained on 
a dataset of labeled data. The model was then used to 
make predictions on a test dataset. The accuracy of the 
model was evaluated by comparing the predicted labels 
to the true labels. 

 
2.2.5. Artificial neural networks 

 
Artificial Neural Networks (ANN) are known for their 

ability to learn complex data structures and 
relationships. An artificial neural network consists of 
layers organized in a structured manner [27]. The first 
layer takes input data, while the last produces 
predictions or classification results. The hidden layers in 
between process the data to capture higher-level 
features. In this study, the model consists of two layers. 
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In this architecture, data from the input layer is 
processed in the first layer, and the output is obtained as 
a probability value between 0 and 1 at the output layer. 
Training is done for ten epochs (cycles) and in each 
epoch. Once training is complete, the model makes 
predictions on the test data. These predictions are then 
rounded to obtain 0 or 1 values. After making 
predictions, the accuracy value is calculated by 
comparing them with the actual class labels. 

 
2.2.6. Decision trees 

 
Decision Trees (DT) start with a root node initially. 

This root node splits the data into child nodes under 
specific conditions. These child nodes, in turn, further 
split into sub-nodes based on conditions and decisions. 
This process continues until it reaches leaf nodes, where 
the data is classified or predicted [27,28] . Decision Trees 
are highly effective in understanding patterns and 
relationships in a dataset. Each node has the ability to 
classify or make predictions by evaluating data features. 
In this study, the model is trained with the training data. 
After making predictions, the accuracy value is calculated 
by comparing these predictions with the actual class 
labels. 

 
2.2.7. K-Nearest neighbors 

 
K-Nearest Neighbors (K-NN) algorithm's 

fundamental principle is to determine the class or value 
of a data point by using the majority of its closest 
neighbors. Data points are positioned in space, and when 
a new point arrives, its closest neighbors are examined. 
The K-NN algorithm makes predictions using the labels 
or values of these neighbors [16]. The model is trained 
with the training data. After making predictions, the 
accuracy value is calculated by comparing these 
predictions with the actual class labels. 

 
2.2.8. Random forest 

 
Random Forest (RF) is a powerful machine learning 

algorithm used for classification and regression 
problems. This algorithm is constructed by combining 
multiple decision trees for accurate predictions and 
classifications. It achieves this through a voting process 
where each tree votes based on its own analysis and the 
final result reflects the consensus of the majority [17,29]. 
Each decision tree is trained with different subsets of 
data and random feature selection. This allows each tree 
to learn from different features and data points. The RF 
algorithm aims to obtain more reliable and stable results 
by combining the predictions of these trees. In this study, 
a Random Forest model is defined using 
RandomForestClassifier(). The model is trained with the 
training data. After making predictions, the accuracy 
value is calculated by comparing these predictions with 
the actual class labels. 

 
2.2.9. Recurrent neural network 

 
Recurrent Neural Network (RNN) is a type of artificial 

neural network designed to process data such as time 

series and sequential data. RNNs have the ability to 
internally store information from previous time steps, 
making them suitable for the analysis of sequential data. 
In this study, an RNN model was employed to process 
time series data [30]. The model is trained with training 
data. During training, the model utilizes information 
from previous time steps to understand and learn the 
temporal dependencies within the data. Once training is 
completed, the model makes predictions on test data. 
These predictions are then compared to the actual class 
labels, and an accuracy value is calculated. This process 
is employed to assess how the model processes and 
predicts time series data. 

 
2.2.10. Principal component analysis 

 
Principal Component Analysis (PCA) is a statistical 

technique employed for dimensionality reduction in 
multi-dimensional datasets, aiming to encapsulate the 
core information within the data [31]. Its fundamental 
aim is to express the data with a reduced number of 
eigenvalue components, simplifying the dataset. The 
main idea of PCA is to create new transformed principal 
components. It aims maximize the variance in the 
dataset. These new components are linear combinations 
of the original variables. PCA achieves this by selecting 
the components that carry the highest variance, 
effectively filtering out unnecessary or low-variance 
variables, thereby expressing the dataset in a lower 
dimension for improved interpretation and analysis. PCA 
finds applications in data compression, visualization, 
noise reduction, and enhancing the performance of 
certain models. In this study, the impact of PCA is 
investigated by selecting different numbers of 
components (ranging from 8 to 1). Consequently, the 
dimensionality of the dataset is sequentially reduced 
from 8 to 1, and the outcomes of this dimension 
reduction process are evaluated. The experiments 
conducted with various numbers of components aim to 
provide a detailed analysis of PCA's effect on the dataset. 

 
3. Results  
 

The study evaluated nine supervised ML algorithms. 
Evaluating their accuracy, precision, recall and F1 scores. 
According to Table 3, most models demonstrated notably 
high levels of these metrics when applied to classify the 
dataset. These results indicate that the machine learning 
algorithms used successfully classified symptoms related 
to diabetes in the dataset. 

The high values of F1 score, recall, accuracy and 
precision indicate that the models were effective in 
identifying and classifying cases related to diabetes. This 
suggests that the selected algorithms, such as LogR, PR, 
SVM, ANN, DT, KNN, RF and RNN all showed promising 
performance in diabetes diagnosis. 

Furthermore, it's important to note that these 
algorithms were evaluated using various performance 
metrics to ensure a comprehensive assessment of their 
effectiveness in diabetes diagnosis. The combination of 
these metrics provides a well-rounded view of each 
algorithm's performance, highlighting their strengths 
and suitability for different aspects of diabetes diagnosis. 
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Table 3. Performance evaluation of machine learning algorithms. 
ML Algorithms Accuracy  Precision  Recall F1 Score 

LR 0,938 0,941 0,938 0,922 
PR 0,952 0,955 0,952 0,944 

LogR 0,952 0,948 0,952 0,947 
SVM 0,947 0,950 0,947 0,936 
ANN 0,959 0,959 0,959 0,955 
DT 0,951 0,952 0,951 0,952 

KNN 0,952 0,950 0,952 0,947 
RF 0,969 0,969 0,969 0,968 

RNN 0,963 0,963 0,963 0,959 

 

 
Figure 4. Machine learning algorithms performance. 

 
Figure 4 shows the performance analysis of machine 

learning algorithms. 
In conclusion, the study's findings demonstrate that 

the application of supervised machine learning 
algorithms, along with the evaluation of multiple 
performance metrics can significantly contribute to 
accurate diabetes diagnosis. This has the potential to 
improve understanding in the field and enhance access 
to correct diagnosis and treatment for patients. 

Especially the RF model has demonstrated the highest 
performance in all metrics. This means that this model 
achieved high values not only in accuracy but also in 
precision, recall, and F1 score, indicating both a high rate 
of correct classification and a high rate of correctly 
classified positive cases. Additionally, it outperformed in 
terms of the rate of detecting all true positives (recall) 
and F1 score. This indicates that the RF algorithm can be 
effectively used in critical medical conditions such as 
diabetes diagnosis. However, the performance of other 
algorithms is also notably high. For example, ANN stands 
out with its high accuracy and classification success. 
Similarly, DT and KNN algorithms have also yielded good 
results. These results emphasize the effectiveness of 
various machine learning algorithms in diagnosing 
diabetes. The choice of the most suitable algorithm may 
depend on specific requirements, such as the balance 
between precision and recall or computational efficiency. 
Therefore, this study provides valuable insights into the 
selection and application of machine learning algorithms 
in the field of medical diagnosis, particularly for diabetes. 

Table 4 displays the test accuracies achieved by each 
model on the PCA-transformed dataset for different 
numbers of components. Generally, PCA is used with the 
aim of dimensionality reduction, intending to represent 
the dataset in a lower dimension. This may lead to some 
information loss, but it can reduce noise in the dataset 
and potentially improve the performance of some 
models. As seen in Table 4, as the number of components 
decreases, the accuracy value generally tends to 
decrease. This indicates that fewer components result in 
more significant information loss. However, in some 
cases, reducing very high-dimensional datasets to 
smaller dimensions can accelerate model training and 
help with better generalization. Therefore, the choice of 
the number of components to use should be made 
carefully, depending on the specific application and 
dataset.  

The accuracy rate of machine learning algorithms 
given in Table 4 increases as the number of components 
increases, as shown in the graph in Figure 5. When 
working with the real dataset with 8 components, the 
accuracy values on the PCA-transformed dataset are 
generally low or similar. However, the PCA 
transformation for the RNN model produces results that 
are almost the same as the real dataset's accuracy. When 
dimensionality reduction is performed with PCA for 
component numbers 7, 6, 5, 4, and 3, the accuracy values 
increase or remain almost the same for most models. In 
this case, it has been observed that performance can be 
improved by reducing the complexity of the model and 
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representing the dataset in a lower dimension. When 
reducing the number of components to 2 or lower levels, 
the performance of the models significantly decreases. 
This leads to the loss of important features of the dataset 
and makes it difficult for models to learn the data 
effectively. 

In conclusion, when PCA transformation is used by 
carefully selecting the right number of components, it can 
improve the performance of some models and reduce 
computation time by representing the dataset in a lower 
dimension. However, the choice of the correct number of 
components should be made carefully, depending on the 
structure of the dataset and model performance. 

 
Table 4. Effect of component number on accuracy. 

Number of 
Components LR PR LogR SVM ANN DT KNN RF RNN 

Real Data (n=8) 0,938 0,952 0,952 0,947 0,953 0,951 0,952 0,970 0,966 

PCA (n=7) 0,937 0,952 0,958 0,960 0,967 0,953 0,952 0,969 0,971 

PCA (n=6) 0,936 0,952 0,957 0,960 0,968 0,953 0,952 0,96 0,970 

PCA (n=5) 0,936 0,952 0,958 0,960 0,967 0,953 0,952 0,968 0,968 

PCA (n=4) 0,929 0,952 0,939 0,948 0,945 0,923 0,941 0,944 0,947 

PCA (n=3) 0,929 0,952 0,939 0,948 0,947 0,921 0,941 0,941 0,947 

PCA (n=2) 0,928 0,952 0,938 0,948 0,947 0,923 0,943 0,938 0,948 

PCA (n=1) 0,928 0,952 0,940 0,947 0,947 0,912 0,943 0,912 0,944 

 

 
Figure 5. Accuracy of machine learning algorithms according to PCA 

 
4. Conclusion  
 

In this study, data mining approaches were used to 
evaluate the performance of different machine learning 
algorithms for diabetes diagnosis. Additionally, the 
impact of reducing the dataset's dimensionality using the 
PCA method was examined. The performance of diabetes 
diagnosis was assessed with 9 different supervised 
machine learning algorithms applied to the dataset. The 
analyses revealed that the RF algorithm had the highest 
accuracy, precision, recall, and F1 score values compared 
to other algorithms. This result indicates that the RF 
algorithm can be successfully used in critical medical 

situations like diabetes diagnosis. Furthermore, ANN, DT, 
and KNN algorithms also demonstrated good 
performance. However, the dataset's dimensionality was 
reduced using the PCA method, and the performance of 
algorithms was measured with different numbers of 
components. It was shown that when the PCA 
transformation is used by selecting the correct number 
of components, it can enhance the performance of some 
models and reduce computation time by representing 
the dataset in a lower dimension. Nevertheless, the 
choice of the right number of components should be 
made carefully, considering the dataset's structure and 
model performance. 
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Among the limitations of the study are the limited 
number of features in the dataset and its lack of 
representation of different types of diabetes. 
Additionally, the dataset's imbalance should be taken 
into account, as it may have some impact on classification 
performance. Future studies are recommended to use 
larger and balanced datasets and include different 
diabetes types. Moreover, exploring combinations of 
different machine learning algorithms and more 
advanced feature selection methods could further 
enhance performance. 
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